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§0. Introduction.

In this paper we consider two-dimensional, stationary coating flows in a strip \( \{0 < y < 1\} \). We shall establish existence, and uniqueness, and regularity of the free boundary, when the boundary data at \( \{y = 1\} \) are perturbation of a uniform flow \( \vec{U} \). The underlying assumptions are that the substrate \( \{y = 0\} \) is moving with velocity \( \vec{U} \), and that the no-slip condition holds. One of the important features of the model is that the free boundary

\[ \Gamma : y = f(x), \quad -\infty < x < 0, \]

which satisfies:

\[ 0 < f(x) < 1 \quad \text{if} \quad -\infty < x < 0, \quad f(0) = 0, \]

in tangent to the moving substrate \( \{y = 0\} \) at \( x = 0 \).

For simplicity we shall deal only with Stokes equation; the analysis for the Navier-Stokes equation will only slightly affect the perturbed system, and can be probably dealt with similarly (see Remark 8.4).

The geometry is described in Figure 1.

\[ \vec{v} = \vec{U} + \varepsilon \vec{z}(x) \]

\[ \Delta \vec{v} = \nabla p \]

\[ \nabla \cdot \vec{v} = 0 \]

\[ (0,0) \quad \vec{v} = \vec{U} = (U, 0), \quad U > 0 \]

Figure 1
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On the free boundary $\Gamma$,

\[ T\vec{n} = \sigma \kappa \vec{n}, \quad \vec{v} \cdot \vec{n} = 0 \]

where $\vec{n}$ is the exterior normal,

\[ \sigma = \frac{1}{Ca}, \quad Ca = \text{capillary number}, \]

$\kappa = \text{curvature}$, and $T$ is the stress tensor

\[ T_{ij} = -p \delta_{ij} + \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right); \]

note that $\text{div}T = 0$.

The analogous problem in the half-space $\{y > 0\}$ was considered in our previous paper [4].

It is well known that the no-slip condition together with (0.1) imply, on physical grounds, that the free boundary must be tangential to the substrate at their contact point (Otherwise the total force will become infinite at that point.) If we linearize the problem about $(0,0)$, we find [4] that

\[ f(x) \sim A(-x)^{2-\rho} \quad \text{near } x = 0 \]

where

\[ 0 < \rho < \frac{1}{2}, \quad \rho = \frac{1}{2\pi i} \log \frac{1-2i\lambda}{1+2i\lambda}, \quad \lambda = -\frac{U}{\sigma}. \]

Here $A$ is a nonnegative constant; if $A = 0$ then (0.2) is to be replaced by $f(x) \sim A_n(-x)^{n-\rho}$ with the smallest positive integer $n$ for which $A_n \neq 0$.

Suppose $f_0(x)$ is any smooth function such that

\[ f_0(x) \sim A(-x)^{2-\rho} \quad \text{near } x = 0, \]

\[ f_0(x) \sim B(-x)^{\beta} \quad \text{near } x = -\infty, \]

\[ f_0(x) > 0 \quad \text{for } -\infty < x < 0, \]

where $0 < \beta < 1$, $A > 0$, $B > 0$. Then, as proved in [4], for any positive and small enough $\epsilon$, the coating flow problem has a solution in $y > 0$ with free boundary of the form

\[ y = \epsilon \tilde{f}(x, \epsilon), \]
where
\[ \| \tilde{f}(\cdot, \epsilon) - f_0(\cdot) \| \to 0 \quad \text{if } \epsilon \to 0; \]
here \( \| \) is a \( C^{4+\alpha} \)-norm with weights \( |x|^{2-\rho} \) and \( |x|^\beta \) near \( x = 0 \) and \( x = -\infty \) respectively.

In the present paper the flow region is a strip, rather than the half-space. This makes the analysis more complicated. However we shall be able to draw heavily upon the methods developed in [4] and, in particular, we shall exploit the Green function constructed in [4] in order to analyze the solution near \((0,0)\).

In Section 1 we linearize the flow problem described in Figure 1 and (0.1) about \( \epsilon = 0 \); this somewhat differs from the linearization, performed in [4], about \( x = 0, y = 0 \).

In Sections 2-5 we study the linearized problem and establish existence and uniqueness (Section 2) and regularity (Sections 3-5). In Section 6 we reformulate the complete coating problem and then, in Sections 7,8, establish existence and uniqueness. The free boundary, generically, has the form
\[ f(x) \sim A(-x)^{m-\rho} \quad (A > 0) \]
near \( x = 0 \) where \( m \) is a positive integer \( \geq 2 \) which depends implicitly on \( \zeta \).

Pileckas ([8] [9]; see also [10]) has studied a problem similar to ours with a somewhat different set of data which, however, are also perturbation of the uniform flow. In his case the free boundary forms a (positive) angle with the substrate at the separation point, i.e., at the initial point of the free boundary; this angle is unknown in advance. The solution therefore has singularity in the sense that the physical force at the separation point is infinite. The perturbation argument of Pileckas is based on sharp weighted Sobolev estimates for the Stokes equation in a fixed unbounded domain which were derived in [13]. By contrast, our estimates for the Stokes equation in a fixed strip are based on the rather explicit integral representation (by means of the Green function) constructed in [4].

§1. The linearized problem.

If \( \epsilon = 0 \) then the solution to the coating flow problem is
\[ \tilde{U} = (U, 0), \quad p = 0, \quad f(x) = 0 \quad (x < 0). \]

We assume a perturbed solution, for any small \( \epsilon > 0 \), having the form:

\[ \text{velocity} = \tilde{v} = \tilde{U} + \epsilon \tilde{G}, \]
\[ \text{pressure} = \epsilon p, \]
\[ \text{free boundary} = \Gamma_\epsilon = \{ y = \epsilon f(x), -\infty < x < 0 \}. \]

Then
\[ \Delta \tilde{G} = \nabla p, \quad \nabla \cdot \tilde{G} = 0 \text{ in the flow region}, \]
and, on the free boundary,

\begin{align}
(1.1) & \quad \epsilon \vec{G} \cdot \vec{n} = -\vec{U} \cdot \vec{n}, \\
(1.2) & \quad \epsilon T(\vec{G}, p) \vec{n} = \sigma \kappa(\epsilon f) \vec{n}
\end{align}

where

\[ T_{ij}(\vec{G}, p) = -p \delta_{ij} + \left( \frac{\partial G_i}{\partial x_j} + \frac{\partial G_j}{\partial x_i} \right). \]

Here

\begin{align}
(1.3) & \quad \vec{n} = \frac{(\epsilon f'(x), -1)}{(1 + \epsilon^2 f'(x)^2)^{1/2}}, \\
(1.4) & \quad \kappa(\epsilon f) = -\frac{\epsilon f''(x)}{(1 + \epsilon^2 f'(x)^2)^{3/2}}.
\end{align}

We shall sometimes write

\[ G_x = G_1, \quad G_y = G_2 \]

and do the same for other vectors.

By (1.3), the lowest order terms in (1.1) give

\[ G_y(x, 0) = U f'(x), \quad x < 0. \]

Next we rewrite (1.2) as two equations:

\[ \tau \cdot T(\vec{G}, p) \vec{n} = 0, \]
\[ \epsilon \vec{n} T(\vec{G}, p) \vec{n} = \sigma \kappa(\epsilon f) \]

where \( \tau \) is obtained by rotating \( \vec{n} \) counterclockwise by 90°. The lowest order terms in the first equation give (using (1.3))

\[ \frac{\partial G_x}{\partial y} + \frac{\partial G_y}{\partial x} = 0, \quad y = 0, x < 0, \]

and in the second equation they give (after using also (1.4))

\[ -p + 2 \frac{\partial G_y}{\partial y} = -\sigma f''(x), \quad y = 0, x < 0. \]

We summarize the linear problem:

\[ \Delta \vec{G} = \nabla p \quad \text{in} \ S = \{-\infty < x < \infty, 0 < y < 1\}, \]
(1.8) \[ \nabla \cdot \vec{G} = 0 \quad \text{in} \ S, \]

(1.9) \[ \vec{G}(x, 1) = \vec{\zeta}(x), \quad -\infty < x < \infty, \]

(1.10) \[ \vec{G}(x, 0) = 0, \quad 0 < x < \infty, \]

(1.11) \[ \frac{\partial G_x}{\partial y} + \frac{\partial G_y}{\partial x} = 0, \quad y = 0, -\infty < x < 0, \]

and, if we use (1.5) to eliminate \( f'' \) from (1.6),

(1.12) \[ -p + 2 \frac{\partial G_y}{\partial y} = \frac{1}{\lambda} \frac{\partial G_y}{\partial x}, \quad y = 0, -\infty < x < 0. \]

The "free boundary" for the linearized problem is given by (1.5), with \( f(0) = 0 \).

In Sections 2-5 we study the linearized problem. Existence and uniqueness of a weak solution are established in Section 2, and regularity is proved in Sections 3-5.

§2. Existence and uniqueness.

For simplicity we assume:

(2.1) \[ \zeta(x) \text{ is a } C^\infty \text{ function with compact support}; \]

the case of more general \( \vec{\zeta} \) is discussed in Remark 8.3.

We wish to replace the inhomogeneous boundary condition at \( \{y = 1\} \) by a homogeneous condition. For this purpose we introduce a function \( \vec{G}_0 \) in \( \bar{S} \) such that

(2.2) \[ \vec{G}_0 = \vec{\zeta}(x) \quad \text{on} \ y = 1, \]

(2.3) \[ \nabla \cdot \vec{G}_0 = 0 \quad \text{in} \ S. \]

We do this by defining

\[ \vec{G}_0 = (-\partial_y h, \partial_x h) \]

where

\[ h(x, y) = (1 - y)\zeta_x(x - c(y)) + \int_{-\infty}^{x - c(y)} \zeta_y(s) ds; \]
here $c(y)$ is a $C^\infty$ function such that $c(y) = 0$ if $\frac{3}{4} < y < 1$. Then, at $y = 1$, 
\[ \partial_x h = \zeta_y, \quad -\partial_y h = \zeta_x, \]
so that (2.2) holds. Clearly (2.3) is also satisfied. We choose $c(y)$ negative and large for 
$0 \leq y \leq \frac{1}{2}$ so that 
\[ (2.4) \quad \tilde{G}_0(x, y) = 0 \quad \text{if} \quad -1 \leq x < \infty, \quad 0 \leq y \leq \frac{1}{2}. \]

Notice finally that $\tilde{G}_0$ has compact support.

We now introduce functions

\[ (2.5) \quad \tilde{W} = \tilde{G} - \tilde{G}_0, \]
\[ (2.6) \quad q = p - \left(2 \frac{\partial G_{0,y}}{\partial y} - \frac{1}{\lambda} \frac{\partial G_{0,y}}{\partial x}\right), \]
\[ (2.7) \quad \tilde{f} = \Delta \tilde{G}_0 - \nabla \left(2 \frac{\partial G_{0,y}}{\partial y} - \frac{1}{\lambda} \frac{\partial G_{0,y}}{\partial x}\right), \]

Then $-\Delta \tilde{W} + \nabla q = \tilde{f}$ and, since $\nabla \cdot \tilde{W} = 0$, we can write

\[ (2.8) \quad \partial_i (\partial_i W_j + \partial_j W_i - q \delta_{ij}) = f_j \quad \text{in} \ S, \]
\[ (2.9) \quad \partial_i W_i = 0 \quad \text{in} \ S. \]

Also

\[ (2.10) \quad \tilde{W}(x, 1) = 0, \quad -\infty < x < \infty, \]
\[ (2.11) \quad \tilde{W}(x, 0) = 0, \quad 0 < x < \infty, \]
\[ (2.12) \quad \frac{\partial W_x}{\partial y} + \frac{\partial W_y}{\partial x} = 0, \quad y = 0, \quad -\infty < x < 0, \]
\[ (2.13) \quad -q + 2 \frac{\partial W_y}{\partial y} = \frac{1}{\lambda} \frac{\partial W_y}{\partial x}, \quad y = 0, \quad -\infty < x < 0. \]

We wish to define a weak version of the problem (2.8)-(2.13). To do this we introduce the space

\[ X_0 = \{ \tilde{\varphi} \in C_0^\infty(\overline{S}); \quad \tilde{\varphi}(x, 1) = 0 \quad \text{if} \quad -\infty < x < \infty, \quad \tilde{\varphi}(x, 0) = 0 \quad \text{if} \quad x > 0, \nabla \cdot \tilde{\varphi} = 0 \text{ in } S \} \]
and its closure

\[ X = \text{closure of } X_0 \text{ in the norm} \]
\[ \| \tilde{w} \| = \left[ \int_S |\nabla \tilde{w}|^2 \right]^{\frac{1}{2}} = \| \tilde{w} \|_X. \]
Take any $\vec{\varphi} = (\varphi_1, \varphi_2) = (\varphi_x, \varphi_y)$, multiply (2.8) by $\varphi_i$, and integrate over $S$. After integrating by parts and using (2.10)-(2.13) we formally arrive at the relation

$$
\frac{1}{2} \int_S (\partial_i \varphi_j + \partial_j \varphi_i)(\partial_i W_j + \partial_j W_i) \, dx \, dy + \frac{1}{\lambda} \int_{-\infty}^{0} \varphi_y(x, 0) \frac{\partial W_y(x, 0)}{\partial x} \, dx
$$

$$
= \int_S f_j \varphi_j \, dx \, dy.
$$

Set

$$
a(\vec{\varphi}, \vec{W}) = \frac{1}{2} \int_S (\partial_i \varphi_j + \partial_j \varphi_i)(\partial_i W_j + \partial_j W_i) \, dx \, dy,
$$

$$
b(\vec{\varphi}, \vec{W}) = \frac{1}{\lambda} \int_{-\infty}^{0} \varphi_y(x, 0) \frac{\partial W_y(x, 0)}{\partial x} \, dx,
$$

$$
A(\vec{\varphi}, \vec{W}) = a(\vec{\varphi}, \vec{W}) + b(\vec{\varphi}, \vec{W}).
$$

**Lemma 2.1.** The bilinear functional $b$ is bounded in $X \times X$, and

$$
b(\vec{\varphi}, \vec{\varphi}) = 0.
$$

**Proof.** For any functions $\chi, \varphi$ in $C_0^\infty(S)$ which vanish on $\{y = 1\}$,

$$
| \int_{-\infty}^{\infty} \chi(x, 0) \frac{\partial \psi(x, 0)}{\partial x} \, dx | = | \int_{-\infty}^{\infty} \widehat{\chi}(\xi, 0)(i\xi)\widehat{\psi}(\xi, 0) \, d\xi |
$$

$$
\leq \left( \int_{-\infty}^{\infty} |\xi||\widehat{\chi}(\xi, 0)|^2 \right)^{1/2} \left( \int_{-\infty}^{\infty} |\xi||\widehat{\psi}(\xi, 0)|^2 \right)^{1/2},
$$

where "\(\widehat{\cdot}\)" refers to the Fourier transform. Consider the function

$$
H(y) = \int_{-\infty}^{\infty} |\xi||\widehat{\chi}(\xi, y)|^2 \, d\xi.
$$

Clearly $H(1) = 0$ and

$$
\left| \frac{dH}{dy} \right| \leq 2 \int_{-\infty}^{\infty} |\xi||\widehat{\chi}(\xi, y)||\widehat{\psi}(\xi, y)| \, d\xi
$$

$$
\leq \int_{-\infty}^{\infty} (|\xi|^2|\widehat{\chi}(\xi, y)|^2 + |\widehat{\psi}(\xi, y)|^2) \, d\xi.
$$
Hence

\[
|H(0)| \leq \int_0^1 \left| \frac{dH}{dy} \right| dy \leq \int_0^1 dy \int_{-\infty}^\infty (|\xi|^2 |\tilde{\chi}(\xi, y)|^2 + |\tilde{\chi}_y(\xi, y)|^2) d\xi
\]

\[
= \int_S \left[ \left( \frac{\partial \chi}{\partial x} \right)^2 + \left( \frac{\partial \chi}{\partial y} \right)^2 \right] dxdy.
\]

A similar estimate holds for the second integral on the right-hand side of (2.19). Therefore,

(2.20) \quad |b(\tilde{\chi}, \tilde{\psi})| \leq \|\tilde{\chi}\|_X \|\tilde{\psi}\|_X

if \( \tilde{\chi} = (0, \chi), \tilde{\psi} = (0, \psi) \). By approximation, this estimate holds also for all \( \tilde{\chi}, \tilde{\psi} \) in \( X \). Finally, if \( \tilde{\varphi} \in X_0 \) then (2.18) is immediate; by approximation (using (2.20)) (2.18) is then valid also for any \( \tilde{\varphi} \) in \( X \).

DEFINITION. A function \( \tilde{W} \) in \( X \) is called a weak solution of (2.8)-(2.13) if it satisfies (2.14) for any \( \tilde{\varphi} \) in \( X \).

Note that, by Lemma 2.1, the second integral on the left-hand side of (2.14) is well defined.

We can rewrite (2.14) in the abbreviated form

(2.21) \quad A(\tilde{\varphi}, \tilde{W}) = \int_S \tilde{f} \cdot \tilde{\varphi} \quad \forall \tilde{\varphi} \in X.

THEOREM 2.2. There exists a unique weak solution.

Proof. by Korn’s inequality [12]

(2.22) \quad a(\tilde{\varphi}, \tilde{\varphi}) \geq \gamma \|\tilde{\varphi}\|^2 \quad \forall \tilde{\varphi} \in X \quad (\gamma > 0).

Recalling also (2.18), we deduce that

(2.23) \quad (A\tilde{\varphi}, \tilde{\varphi}) \geq \gamma \|\tilde{\varphi}\|^2.

Since \( A(\tilde{\varphi}, \tilde{\psi}) \) is also bounded, i.e.,

(2.24) \quad |A(\tilde{\varphi}, \tilde{\psi})| \leq C\|\tilde{\varphi}\|\|\tilde{\psi}\|,

we can apply the Lax-Milgram theorem to deduce that there exists in \( X \) a unique solution \( \tilde{W} \) to (2.21).
§3. Regularity in the interior.

The interior regularity of the weak solution $\tilde{W}$ in $S$ follows from general regularity results for elliptic systems; the boundary regularity at $\{(x,1); -\infty < x < \infty\}$, $\{x,0); 0 < x < \infty\}$ and $\{(x,0); -\infty < x < 0\}$ also follows from general results [2]. It is essential for us, however, to find the precise regularity and the actual form of the weak solution $\tilde{W}$ at the point $(0,0)$ where the boundary conditions undergo abrupt change. To do this we need to develop a modified approach to proving regularity. For the sake of both clarity and completeness, we shall first develop this approach to deduce regularity about any point either in $S$ or on $\partial S \setminus \{0,0\}$. This approach is based on the construction of explicit Green’s function. The Green function needed for the analysis near $(0,0)$ was constructed in [4].

In this section we establish interior regularity; however some of the basic formulas will be used later on also for establishing regularity near the boundary.

Introduce balls $B_\rho(x_0, y_0)$ of center $(x_0, y_0)$ and radius $\rho$. For any $(x_0, y_0) \in \overline{S}$ we construct a $C^\infty$ cutoff function $\xi$ in $\mathbb{R}^2$:

$$
\xi = \begin{cases} 
1 & \text{in } B_{\delta/2}(x_0, y_0) \\
0 & \text{outside } B_{3\delta/4}(x_0, y_0) \quad (0 < \delta < 1);
\end{cases}
$$

if $(x_0, y_0) \in S$ then we choose $\delta$ such that $B_{\delta}(x_0, y_0) \subset S$, and if $x_0 \neq 0, y_0 = 0$, then we choose $\delta < |x_0|$. We now fix $(x_0, y_0) \in \overline{S}$ and a cutoff function $\xi$, and introduce the stream function

$$
\psi(x, y) = \int_{x_0}^{x} W_y(s, y_0) \, ds - \int_{y_0}^{y} W_x(x, t) \, dt.
$$

Set

$$
\tilde{\psi} = \psi \xi,
$$

$$
\tilde{W}_x = -\frac{\partial \tilde{\psi}}{\partial y}, \quad \tilde{W}_y = \frac{\partial \tilde{\psi}}{\partial x}, \quad \tilde{W} = (\tilde{W}_x, \tilde{W}_y).
$$

Then $\text{div} \tilde{W} = 0$.

Introducing

$$
\epsilon_{ij} = \begin{cases} 
+1 & \text{if } i < j \\
-1 & \text{if } i > j \\
0 & \text{if } i = j,
\end{cases}
$$

we can write

$$
(3.1) \quad \tilde{W}_j = W_j \xi + \epsilon_{ij} \psi \partial_i \xi.
$$
Clearly $\tilde{W}_j \in H^1(S)$. For any $\xi \in X$ we easily compute that

$$A(\xi, \tilde{W}) = \frac{1}{\lambda} b(\xi, \tilde{W}) + T_1 + T_2 + T_3 + T_4$$

where

$$T_1 = \frac{1}{2} \int_S (\partial_i \varphi_j + \partial_j \varphi_i)(\partial_i W_j + \partial_j W_i) \xi = \frac{1}{2} \int_S [\partial_i(\xi \varphi_j) + \partial_j(\xi \varphi_i)](\partial_i W_j + \partial_j W_i)$$

$$- \frac{1}{2} \int_S [(\partial_i \xi) \varphi_j + (\partial_j \xi) \varphi_i](\partial_i W_j + \partial_j W_i),$$

$$T_2 = \frac{1}{2} \int_S (\partial_i \varphi_j + \partial_j \varphi_i)(W_j \partial_i \xi + W_i \partial_j \xi) = \frac{1}{2} \int_S (\varphi_j n_i + \varphi_i n_j)(W_j \partial_i \xi + W_i \partial_j \xi)$$

$$- \frac{1}{2} \int_S [\varphi_j \partial_i(W_j \partial_i \xi + W_i \partial_j \xi) + \varphi_i \partial_j(W_j \partial_i \xi + W_i \partial_j \xi)],$$

$$T_3 = \frac{1}{2} \int_S (\partial_i \varphi_j + \partial_j \varphi_i)[\epsilon_{ij} \partial_i \psi \partial_i \xi + \epsilon_{ij} \partial_j \partial_i \xi]$$

$$= \frac{1}{2} \int_S (\varphi_j n_i + \varphi_i n_j)[\epsilon_{ij} \partial_i \psi \partial_i \xi + \epsilon_{ij} \partial_j \partial_i \xi]$$

$$- \frac{1}{2} \int_S \{\varphi_j \partial_i[\epsilon_{ij} \partial_i \psi \partial_i \xi + \epsilon_{ij} \partial_j \partial_i \xi] + \varphi_i \partial_j[\epsilon_{ij} \partial_i \psi \partial_i \xi + \epsilon_{ij} \partial_j \partial_i \xi]\},$$

$$T_4 = \frac{1}{2} \int_S (\partial_i \varphi_j + \partial_j \varphi_i)[\epsilon_{ij} \partial_i \partial_j \xi + \epsilon_{ij} \partial_j \partial_i \xi] \psi$$

$$= \frac{1}{2} \int_S (\varphi_j n_i + \varphi_i n_j)[\epsilon_{ij} \partial_i \partial_j \xi + \epsilon_{ij} \partial_j \partial_i \xi] \psi$$

$$- \frac{1}{2} \int_S \varphi_j \partial_i[(\epsilon_{ij} \partial_i \partial_j \xi + \epsilon_{ij} \partial_j \partial_i \xi) \psi] + \varphi_i \partial_j[(\epsilon_{ij} \partial_i \partial_j \xi + \epsilon_{ij} \partial_j \partial_i \xi) \psi];$$

here $\vec{n} = (n_i)$ is the outward normal to $S$. Using (2.14) we can transform $T_1$ into

$$T_1 = -\frac{1}{\lambda} b(\xi, \tilde{W}) + \int_S f_j \varphi_j - \frac{1}{2} \int_S [(\partial_i \xi) \varphi_j + (\partial_j \xi) \varphi_i](\partial_i W_j + \partial_j W_i).$$

Observing also that

$$b(\xi, \tilde{W}) - b(\xi, \tilde{W}) = \int_{-\infty}^0 \varphi_2(x, 0)|2W_2(x, 0)\partial_x \xi(x, 0) + \psi(x, 0)\partial_x \xi(x, 0)|,$$
we conclude from (3.2) that

\[ A(\varphi, \vec{W}) = \int_{-\infty}^{0} \varphi_j(x, 0) M_j(\xi, \vec{W}, \psi)(x, 0)dx \]

\[(3.3)\]

\[ + \int_{S} L_j(\xi, \vec{W}, \psi, \vec{f}) \varphi_j dx dy \]

where \( M_j(\xi, \vec{W}, \psi) \) is linear in \( \vec{W}, \psi \) and \( L_j(\xi, \vec{W}, \psi, \vec{f}) \) is linear in \( \vec{W}, \psi, \vec{f} \) and \( \partial_i \vec{W} \).

Since \( \vec{W} \in W^{1,2}(S) \), its restriction to \( \{y = 0\} \) is in \( H^{1/2}(-\infty, \infty) \).

We shall use (3.3) to prove regularity of \( W \) in the interior. Taking \((x_0, y_0) \in S\), the boundary integral in (3.3) drops out, and we get

\[(3.4)\]

\[ a(\varphi, \vec{W}) = \int_{S} L_j(\xi, \vec{W}, \psi, \vec{f}) \varphi_j dx dy. \]

Taking \( \varphi \) such that \( \varphi_j = \delta_{j\ell} \) in \( B_\delta(x_0, y_0) \) we deduce that

\[(3.5)\]

\[ \int_{S} L_i(\xi, \vec{W}, \psi, \vec{f}) dx dy = 0. \]

We now introduce Green’s function in \( \mathbb{R}^2 \) for the Stokes equation [11; p. 60]:

\[(3.6)\]

\[ G_{ij} = -\delta_{ij} \log r + \frac{x_i x_j}{r^2}, \]

\[ p_i = 2 \frac{x_i}{r^2}. \]

Setting \( X = (x_1, x_2), Y = (y_1, y_2) \) we form the Stokes potentials

\[(3.7)\]

\[ Q_j(X) = \int_{\mathbb{R}^2} G_{ij}(X - Y)L_i(Y)dy, \]

where \( L_i = L_i(\xi, \vec{W}, \psi, \vec{f}) \).

One can easily verify that

\[ G_{ij}(X - Y) = -\delta_{ij} \log |X| + \frac{x_i x_j}{|X|^2} + O\left(\frac{1}{|X|}\right), \]

\[ \nabla G_{ij}(X - Y) = -\delta_{ij} \frac{X}{|X|^2} + \nabla \left(\frac{x_i x_j}{|X|^2}\right) + O\left(\frac{1}{|X|^2}\right), \]

\[ \nabla^2 G_{ij}(X - Y) = -\delta_{ij} \frac{1}{|X|^2} + \nabla^2 \left(\frac{x_i x_j}{|X|^2}\right) + O\left(\frac{1}{|X|^3}\right), \]
for $Y$ in a bounded set and $|X| \to \infty$. Recalling (3.5), it follows that

$$|Q_j(X)| = O\left(\frac{1}{|X|}\right), \quad |\nabla Q_j(X)| = O\left(\frac{1}{|X|^2}\right)$$

as $|X| \to \infty$. Also, by standard $L^2$ estimates,

$$\tilde{Q} \in W^{1,2} \text{ if } \tilde{L} \in L^2, \text{ supp } \tilde{L} \text{ bounded.} \tag{3.9}$$

If the $L_i$ are smooth with compact support then by integration by parts (or Green’s formula)

$$\frac{1}{2} \int (\partial_i \varphi_j + \partial_j \varphi_i)(\partial_i Q_j + \partial_j Q_i) = \int L_j \varphi_j \tag{3.10}$$

for any $\varphi \in W^{1,2}(\mathbb{R}^2)$ such that $\text{div}\varphi = 0$ and $\varphi$ satisfies the same estimates as in (3.8), as $|X| \to \infty$. (For then the boundary integrals disappear.) By approximation, this is true also for the $L_i = L_i(\xi, \tilde{W}, \psi, \tilde{f})$ (which have compact support and belong to $L^2$). In particular, (3.10) is valid for $\varphi = \tilde{W}_i - Q_i$, since $\tilde{W}_i$ has compact support.

Notice that (3.4) also holds for such $\varphi_i$ (since $\tilde{W}$ has compact support).

Subtracting (3.10) from (3.4) for $\varphi = \tilde{W}_i - Q_i$, we get,

$$a(\tilde{W} - \tilde{Q}, \tilde{W} - \tilde{Q}) = 0. \tag{3.11}$$

By Korn’s inequality we then have

$$\nabla(\tilde{W}_i - Q_i) \equiv 0, \quad \text{or } (\tilde{W}_i - Q_i)(X) = \text{const.}$$

Taking $|X| \to \infty$ we see that the constant is zero, i.e.,

$$\tilde{W}_i = Q_i.$$

Since by $L^2$ elliptic estimates [2] $Q_i \in W^{2,2}$, the same holds for $\tilde{W}_i$ or, locally, for $W_i$.

This allows us to repeat the previous argument with $L_i$ in $W^{1,2}$, and conclude that $W_i$ is locally in $W^{3,2}$.

By bootstrap argument we conclude:

**Theorem 3.1.** The weak solution $\tilde{W}$ belongs to $C^\infty(S)$.

**4. Regularity on** $\{y = 0, x > 0\}$.

In this section we prove regularity near a boundary point $(x_0, 0)$ with $x_0 > 0$; the same proof applies also to boundary points $(x_0, 1), -\infty < x_0 < \infty$. We follow the same
procedure as in Section 3, but introduce Green’s function for the half space \( \mathbb{R}^2_+ \equiv \{ x_2 > 0 \} \) (see [11; p. 93]):

\[
G(X, Y) = \Phi(X - Y) - \Phi(X - Y^*) + 2y_2^2 G^D(X - Y^*) - 2y_2 G^{SD}(X - Y^*)
\]

where

\[
X = (x_1, x_2), \quad Y = (y_1, y_2), \quad Y^* = (y_1, -y_2),
\]

and \( \Phi = (\Phi_{ij}) \) where

\[
\Phi_{ij}(X) = -\delta_{ij} \log |X| + \frac{x_i x_j}{|X|^2},
\]

\[
G^D_{ij}(X) = \pm \left( \frac{\delta_{ij}}{|X|^2} - 2 \frac{x_i x_j}{|X|^4} \right),
\]

\[
G^{SD}_{ij}(X) = x_2 G^D_{ij}(X) \pm \frac{\delta_{j2} x_i - \delta_{i2} x_j}{|X|^2};
\]

if \( j = 1 \) the sign is +, and if \( j = 2 \) the sign is −. The pressure is defined in a similar way but, as in Section 2, it will not be needed.

We introduce the potentials

\[
(4.1) \quad Q_j(X) = \int_{\mathbb{R}^2_+} G_{ij}(X - Y) L_j(Y) dY,
\]

where \( L_j(Y) = L_j(\xi, \bar{W}, \psi, \bar{f}) \).

If \( Y \) varies in a bounded set then

\[
|\Phi(X - Y) - \Phi(X - Y^*)| \leq C \frac{|\log X|}{|X|}
\]

and therefore

\[
(4.2) \quad |G(X, Y)| \leq C \frac{|\log X|}{|X|}
\]

as \( |X| \to \infty \). Similarly,

\[
(4.3) \quad |\nabla G(X, Y)| \leq C \frac{|\log X|}{|X|^2}
\]

if \( Y \) varies in a bounded set and \( |X| \to \infty \). Since the \( L_i(Y) \) have compact support, we conclude that

\[
(4.4) \quad |Q_j(X)| = O \left( \frac{|\log |X||}{|X|} \right), |\nabla Q_j(X)| = O \left( \frac{|\log |X||}{|X|^2} \right)
\]
as \(|X| \to \infty\). These estimates allows us to deduce, by integration by parts, that (3.10) is valid, where the integration is over \(\mathbb{R}_+^2\), for any \(\varphi\) in \(H^1(\mathbb{R}_+^2)\) such that \(\text{div}\varphi = 0\), \(\varphi = 0\) on \(\{y = 0\}\), and \(\varphi\) satisfies the same bounds at \(\infty\) as the \(Q_j\) in (4.4).

Combining this version of (3.10) with (3.4) and choosing \(\varphi = \tilde{W} - \tilde{Q}\) (this function satisfies the same estimates as \(\tilde{Q}\) in (4.4) since \(\tilde{W}\) has compact support), we obtain the relation (3.11). We can now proceed as in Section 3, making use of boundary \(L^2\) estimates for potentials of the form (4.1) [2]. We summarize:

**Theorem 4.1.** The weak solution \(\tilde{W}\) belongs to \(C^\infty\) in \(S \cup \{(x,0); x > 0\}\) and, similarly, in \(S \cup \{(x, 1), -\infty < x < \infty\}\).

§5. Regularity near \((0, 0)\).

In this section we study the behavior of \(\tilde{W}\) near \(\{(x,0), -\infty < x \leq 0\}\). We concentrate on the case \(x = 0\); the case \(x < 0\) is much simpler.

We shall use the same approach as in Sections 3, 4. The corresponding Stokes potentials will be constructed by using results from [4]. In that paper we worked with the stream function and, in particular, derived integral representation for a solution \(\psi\) of the system

\[
\begin{align*}
\Delta^2 \psi &= 0 \quad \text{in} \quad \{y > 0\}, \\
\psi_x(x,0) &= \psi_y(x,0) = 0 \quad \text{if} \quad x > 0, \\
(\psi_{yy} - \psi_{xx})(x,0) &= k_1(x) \quad \text{if} \quad x < 0, \\
\lambda(3\psi_{xxy} + \psi_{yy})(x,0) - \psi_{xxx}(x,0) &= k_2(x) \quad \text{if} \quad x < 0.
\end{align*}
\]

The representation is as follows [4; Th. 5.1]: \(\psi = \psi_1 + \psi_2\) so that

\[
\begin{align*}
D_x \psi &= D_x \psi_1 + D_x \psi_2, \quad D_y \psi = D_y \psi_1 + D_y \psi_2,
\end{align*}
\]

and

\[
\begin{align*}
D_x \psi_1(x, y) &= -\frac{3\lambda}{\pi}(1 - e^{-2\pi \rho i})^{-1} \int_{-\infty}^{0} d\xi \Phi(\xi)(-\xi)\rho \{[xG(x - iy, \xi) \\
&- xG(x + iy, \xi)] + [Q(x - iy, \xi) - Q(x + iy, \xi)]\}, \\
D_y \psi_1(x, y) &= -\frac{3\lambda}{\pi}(1 - e^{-2\pi \rho i})^{-1} \int_{-\infty}^{0} d\xi \Phi(\xi)(-\xi)\rho y[G(x - iy, \xi) - G(x + iy, \xi)]
\end{align*}
\]
where

\[ \Phi(q) = \frac{1}{1 + 9\lambda^2} (\lambda D^2 h_2(q) + k_2(q)), \]

\[ D_x h_2(q) = \frac{-q}{2\pi} \int_{-\infty}^{0} \frac{k_1(\xi)}{\sqrt{-\xi} (q - \xi)} d\xi, \]

\[ G(x - iy, \xi) - G(x + iy, \xi) = \int_{x + iy}^{x - iy} \frac{(-q)^{-p}}{q - \xi} dq, \]

\[ Q(x - iy, \xi) - Q(x + iy, \xi) = -\int_{x + iy}^{x - iy} \frac{(-q)^p q}{q - \xi} dq, \]

the \( q \)-integrals are along the arc of the circle with center 0 connecting (clockwise) \( x + iy \) to \( x - iy \), and

\[ D_x \psi_2(x, y) = \int_{-\infty}^{0} d\xi \frac{k_1(\xi)}{\sqrt{-\xi}} [Z'(x - iy, \xi) - Z'(x + iy, \xi)], \]

\[ D_y \psi_2(x, y) = \int_{-\infty}^{0} d\xi \frac{k_1(\xi)}{\sqrt{-\xi}} \{[Z(x - iy, \xi) - Z(x + iy, \xi)] \]

\[ - i y [Z'(x + iy, \xi) + Z'(x - iy, \xi)] \}

where

\[ Z(x - iy, \xi) - Z(x + iy, \xi) = \frac{1}{4\pi} \int_{x + iy}^{x - iy} \frac{dq}{\sqrt{-q} q - \xi}, \]

\[ Z'(\gamma, \xi) = \frac{1}{4\pi} \frac{\sqrt{-\gamma}}{\gamma - \xi}. \]

We want to construct a special solution \( \bar{\Omega} = (\Omega_j) \) to (3.3); more precisely, a solution such that

\[ \frac{1}{2} \int_{\mathbb{R}^2} (\partial_i \varphi_j + \partial_j \varphi_i)(\partial_i \Omega_j + \partial_j \Omega_i) dx dy + \frac{1}{\lambda} b(\varphi, \bar{\Omega}) \]

\[ = \int_{-\infty}^{0} \varphi_j(x, 0) M_j(\xi, \bar{W}, \psi)(x, 0) dx + \int_{\mathbb{R}^2} L_j(\xi, \bar{W}, \psi, \bar{f}) \varphi_j dx dy. \]
for any $\varphi$ in $H^1(\mathbb{R}_+^2)$ such that $\text{div} \varphi = 0$, $\varphi(x,0) = 0$ if $x > 0$, and $\varphi$ and $\bar{\Omega}$ decay "appropriately" at $\infty$ ($\varphi$ need not have compact support).

Observe that (5.10) is a weak form of the system

(5.11) $-\Delta \bar{\Omega} + \nabla p = \tilde{L}$, $\nabla \cdot \bar{\Omega} = 0$ in $\mathbb{R}_+^2$,
(5.12) $\Omega_x(x,0) = \Omega_y(x,0) = 0$ if $x > 0$,
(5.13) $\frac{\partial \Omega_x}{\partial y} + \frac{\partial \Omega_y}{\partial x} = M_1$ at $y = 0, x < 0$,
(5.14) $-p + 2\frac{\partial \Omega_y}{\partial y} - \frac{1}{\lambda} \frac{\partial \Omega_y}{\partial x} = M_2$ at $y = 0, x < 0$.

As in [4] we introduce the stream function $\tilde{\varphi}$,

(5.15) $\bar{\Omega} = (\frac{\partial \tilde{\varphi}}{\partial y}, \frac{\partial \tilde{\varphi}}{\partial x})$

and then arrive at the following problem:

(5.16) $\Delta^2 \tilde{\varphi} = \frac{\partial L_1}{\partial y} - \frac{\partial L_2}{\partial x}$ in $\mathbb{R}_+^2$,
(5.17) $\tilde{\varphi}_x(x,0) = \tilde{\varphi}_y(x,0) = 0$ if $x > 0$,
(5.18) $(\tilde{\varphi}_{xx} - \tilde{\varphi}_{yy})(x,0) = M_1(x)$ if $x < 0$,

and

(5.19) $\lambda(3\tilde{\varphi}_{xxy} + \tilde{\varphi}_{yy}) - \tilde{\varphi}_{xxx} = \lambda(L_1 + \frac{\partial M_2}{\partial x})$ if $y = 0, x < 0$;

The last equation is obtained by differentiating (5.14) with respect to $x$ and eliminating $\partial p/\partial x$ by using (5.11).

We shall construct $\tilde{\varphi}$ in several steps. We begin with the special solution of (5.16), defined as

(5.20) $g_1(\xi) = K \int_{\mathbb{R}_+^2} |\xi - q|^2 \log |\xi - q| \left( \frac{\partial L_1}{\partial y} - \frac{\partial L_2}{\partial x} \right)(q) dq$, $K > 0$.

Recalling that $\partial L_1/\partial y - \partial L_2/\partial x$ is compactly supported, we can argue as in [4; §6] to deduce that

$$g_1(\xi) = C_1 |\xi|^2 \log |\xi| + C_2 |\xi|^2 + C_3 |\xi| \log |\xi| + C_4 |\xi| + O\left( \frac{\log |\xi|}{|\xi|} \right) \quad \text{as} \ |\xi| \to \infty$$
where the $C_i$ are constants bounded (together with the “$O$” term) by the $H^{-1}$-norm of
\( \partial L_1/\partial y - \partial L_2/\partial x \); hence they are bounded by the $L^2$ norm of the $L_i$. Actually, the proof
here is simpler than in [4;§6], where we derived estimates on the $(4 + \alpha)$-norm.

We next subtract from $g_1(\xi)$ the pieces
\[
C_1|\xi|^2 \log |\xi|, \quad C_2|\xi|^2, \quad C_3|\xi| \log |\xi|, \quad C_4|\xi|
\]
by subtracting special solutions (see [4; formula (6.42)]). This provides us with a solution
\[
\overline{g}_1(\xi) = g_1(\xi) - K_1|\xi - \xi_0|^2 \log |\xi - \xi_0| - K_2|\xi - \xi_0|^2 - K_3 \cdot (\xi - \xi_0) \log |\xi - \xi_0|
- K_4 \cdot (\xi - \xi_0) - K_5 \log |\xi - \xi_0| \quad (\xi_0 = (0, -1))
\]
of (5.16) which satisfies
\[
|\overline{g}_1(\xi)| = O(\log |\xi|/|\xi|), \quad |\nabla \overline{g}_1(\xi)| = O \left( \frac{\log |\xi|}{|\xi|^2} \right) \quad \text{if } |\xi| \to \infty,
\]
and has the same regularity as the function $g_1(\xi)$; here $K_3, K_4$ are vectors and the other
$K_j$ are scalars.

The next step is to construct a solution $g_2$ to
\[
\Delta^2 g_2 = 0 \quad \text{in } \mathbb{R}^2_+
\]
with
\[
\frac{\partial g_2}{\partial x} = \frac{\partial \overline{g}_1}{\partial x}, \quad \frac{\partial g_2}{\partial y} = \frac{\partial \overline{g}_1}{\partial y} \quad \text{at } y = 0, x > 0.
\]
By [4; §4] such a solution can be given by
\[
\frac{\partial g_2}{\partial x} = 2 \int_{-\infty}^{\infty} \frac{y^3}{((x - s)^2 + y^2)^2} \frac{\partial \overline{g}_1(s, 0)}{\partial x} ds - 2 \int_{-\infty}^{\infty} \frac{(x - s)y^2}{((x - s)^2 + y^2)^2} \frac{\partial \overline{g}_1(s, 0)}{\partial y} ds,
\]
\[
\frac{\partial g_2}{\partial y} = -2 \int_{-\infty}^{\infty} \frac{(x - s)y^2}{((x - s)^2 + y^2)^2} \frac{\partial \overline{g}_1(s, 0)}{\partial x} ds + 2 \int_{-\infty}^{\infty} \frac{(x - s)^2 y}{((x - s)^2 + y^2)^2} \frac{\partial \overline{g}_1(s, 0)}{\partial y} ds.
\]
To estimate $\partial g_2/\partial x$ we write
\[
\frac{\partial g_2}{\partial x} = 2 \int_{-\infty}^{\infty} \left[ \frac{y^3}{((x - s)^2 + y^2)^2} - \frac{y^3}{(x^2 + y^2)^2} \right] \frac{\partial \overline{g}_1(s, 0)}{\partial s} ds
\]
\[
-2 \int_{-\infty}^{\infty} \left[ \frac{(x - s)y^2}{((x - s)^2 + y^2)^2} - \frac{x y^2}{(x^2 + y^2)^2} \right] \frac{\partial \overline{g}_1(s, 0)}{\partial y} ds
\]
\[
-2 \frac{xy^2}{(x^2 + y^2)^2} \int_{-\infty}^{\infty} \frac{\partial \overline{g}_1(s, 0)}{\partial y} ds = I_1 + I_2 + I_3
\]
(note that $\int_{-\infty}^{\infty} (\partial \tilde{g}_1(s,0)/\partial s) ds = 0$). By (5.21),

$$
|I_1| \leq C \frac{y^3}{(x^2 + y^2)^2} \int_{-\infty}^{\infty} \frac{(x^2 + y^2)^2}{((x-s)^2 + y^2)^2} - 1 \frac{\log(2 + |s|)}{(1 + |s|)^2} ds.
$$

To estimate $I_1$ as $|X| \to \infty$, note that if $0 < x < y^\theta$ for some $0 < \theta < 1$, $\theta$ near 1, then the integral on the right-hand side of (5.25) is bounded by

$$
C \int_{0}^{2y^\theta} \frac{1}{y^{2(1-\theta)}} \frac{\log(2 + s)}{(1 + s)^2} ds + C \int_{2y^\theta}^{\infty} \frac{\log(2 + s)}{(1 + s)^2} ds,
$$

so that

$$
|I_1| \leq \frac{C}{|X|^{1+\delta}} \text{ for some } \delta > 0.
$$

The same estimate is obtained for any $x, y$ if we integrate only over $|s| < x^\theta$. Thus it remains to estimate

$$
\tilde{I}_1 = \int_{x^\theta}^{\infty} \frac{y^3}{((x-s)^2 + y^2)^2} \frac{\log(2 + s)}{(1 + s)^2} ds + \int_{x^\theta}^{\infty} \frac{y^3}{(x^2 + y^2)^2} \frac{\log(2 + s)}{(1 + s)^2} ds.
$$

$$
\equiv I_{11} + I_{12}, \text{ for } x > y^\theta.
$$

Clearly $I_{12}$ is bounded by the right-hand side of (5.26). To estimate $I_{11}$ we write

$$
I_{11} \leq \frac{\log(2 + x^\theta)}{(1 + x^\theta)^2} \int_{x^\theta}^{\infty} \frac{y^3}{((x-s)^2 + y^2)^2} ds
$$

and note that the integral is bounded independently of $(x, y)$. Taking $\theta$ near 1 we conclude that (5.26) is valid in all cases.

A similar estimate hold for $I_2$. Hence

$$
\frac{\partial g_2}{\partial x} = -\frac{2}{\pi} \frac{xy^2}{(x^2 + y^2)^2} \int_{-\infty}^{\infty} \frac{\partial \tilde{g}_1(s,0)}{\partial y} ds + O \left( \frac{1}{|X|^{1+\delta}} \right).
$$

Similarly

$$
\frac{\partial g_2}{\partial y} = \frac{2}{\pi} \frac{x^2 y}{(x^2 + y^2)^2} \int_{-\infty}^{\infty} \frac{\partial \tilde{g}_1(s,0)}{\partial y} ds + O \left( \frac{1}{|X|^{1+\delta}} \right).
$$
Introducing the functions

\[(5.29) \quad \hat{h}_2 = \frac{1}{2\pi} \frac{x^2 - y^2}{x^2 + y^2} \int_{-\infty}^{0} \frac{\partial \bar{g}_1(s, 0)}{\partial y} ds\]

and

\[(5.30) \quad \bar{g}_2 = \bar{g}_1 - g_2 - \hat{h}_2\]

we then have:

\[(5.31) \quad \Delta \bar{g}_2 = \frac{\partial L_1}{\partial y} - \frac{\partial L_2}{\partial x} \quad \text{in } \mathbb{R}_+^2,\]

\[(5.32) \quad \partial_x \bar{g}_2(x, 0) = \partial_y \bar{g}_2(x, 0) = 0, \quad -\infty < x < \infty,\]

and

\[(5.33) \quad D^k \bar{g}_2 = O \left( \frac{1}{r^{k+\delta}} \right) \quad \text{as } r = |X| \to \infty\]

for \(k = 1\); one can similarly establish the estimate (5.33) for \(k = 2, 3, \ldots\).

The final step is to construct functions \(g_3, h_3\) satisfying:

\[(5.34) \quad \Delta^2 g_3 = 0, \quad \Delta^2 h_3 = 0 \quad \text{in } \mathbb{R}_+^2,\]

\[(5.35) \quad \partial_x g_3 = \partial_y g_3 = 0, \quad \partial_x h_3 = \partial_y h_3 = 0 \quad \text{at } y = 0, x > 0,\]

and

\[(5.36) \quad \partial_x^2 g_3 - \partial_y^2 g_3 = -\partial_x^2 \bar{g}_2 + \partial_x^2 \bar{g}_2 \equiv A_1,\]

\[\lambda(3\partial_x^2 \partial_y + \partial_y^3)g_2 - \partial_x^2 g_2 = -\lambda(3\partial_x^2 \partial_y + \partial_y^3)\bar{g}_2 + \partial_x^2 \bar{g}_2 \equiv A_2 \quad \text{at } y = 0, x < 0,\]

\[\lambda(3\partial_x^2 \partial_y + \partial_y^3)h_3 - \partial_x^3 h_3 = \lambda(L_1 + \partial_x M_2) \quad \text{at } y = 0, x < 0.\]

We wish to write \(g_3 = \psi_1 + \psi_2\) and use the representation (5.6)-(5.9) with \(k_i = A_i\). By (5.33),

\[(5.38) \quad |A_1| \leq \frac{C}{r^{2+\delta}}, \quad |A_2| \leq \frac{C}{r^{3+\delta}} \quad \text{for } r \text{ large.}\]

Hence

\[|\Phi(x)| = \left| \frac{1}{1 + 9\lambda^2} A_2 \right| \leq \frac{C}{|x|^{3+\delta}}.\]
Similarly one shows that

\begin{equation}
|D^k \Phi(x)| \leq \frac{C_k}{|x|^{3+k+\delta}} \quad \text{if } |x| > 1, \quad k = 0, 1, 2.
\end{equation}

We can now proceed as in [4; §8] and obtain (cf. [4; (8.20) and (8.21)])

\[ g_3 = \sum r^{1-\rho} Q_j + \sum r^{1/2} \mu_j + \tilde{g}_3 \]

where

\begin{equation}
|D^k \tilde{g}_3(z)| \leq \frac{C}{|z|^p+k} \quad \text{if } |z| \to \infty \quad (k = 0, 1, 2);
\end{equation}

here we used the notation \( z = x + iy \) (instead of \( X = (x, y) \)) as in [4; §8], and \( Q_j, \mu_j \) are polynomials in \( z \) of degree \( j \) such that \( r^{1-\rho} Q_j, r^{1/2} \mu_j \) form solutions of the homogeneous system (5.1) - (5.4) (i.e., with \( k_1 \equiv k_2 \equiv 0 \)).

Similarly

\[ h_3 = \sum r^{-\rho} \tilde{Q}_j + \sum r^{1/2} \tilde{\mu}_j + \hat{h}_3 \]

where \( r^{-\rho} \tilde{Q}_j, r^{1/2} \tilde{\mu}_j \) are solutions of the homogeneous system (5.1) - (5.4) and \( \hat{h}_3 \) satisfies (5.40).

The function

\begin{equation}
\tilde{\varphi} = \bar{g}_2 + \tilde{g}_3 + \hat{h}_3
\end{equation}

is then a solution of (5.16) - (5.19) and

\begin{equation}
|D^k \tilde{\varphi}| \leq \frac{C}{|z|^{k+\delta}} \quad \text{if } |z| \to \infty \quad (k = 0, 1, 2).
\end{equation}

We shall write the boundary conditions (5.18), (5.19) in the form

\begin{align}
\tilde{B}_1(D_x, D_y)\tilde{\varphi} &= M_1 \quad \text{if } y = 0, x < 0, \\
\tilde{B}_2(D_x, D_y)\tilde{\varphi} &= \lambda(L_1 + \partial_x M_2) \quad \text{if } y = 0, x < 0.
\end{align}

From the structure of \( M_j, L_j \) (see the sentence containing (3.3)),

\[ M_j \in H^{1/2}(-\infty, \infty), \quad L_j \in L^2(\mathbb{R}_+^2). \]

It will be proved in Appendix (§9) that

\begin{equation}
\tilde{\varphi} \in H^2(\mathbb{R}_+^2).
\end{equation}

(It will actually be proved that \( \tilde{\varphi} \in H^{\frac{3}{2}-\delta}(\mathbb{R}_+^2) \) for any \( \delta > 0 \).) From (5.15) we then deduce that

\[ \int_{\mathbb{R}_+^2} |D^k \tilde{\varphi}|^2 < \infty \quad (k = 0, 1). \]

Using this estimate we can show, as in Section 4, that (3.11) is valid with \( \tilde{Q} = \tilde{\varphi} \) so that \( \tilde{W} = \tilde{\varphi} \) in \( \mathbb{R}_+^2 \)-neighborhood of the origin. (The proof is based on verifying ,by using (5.42), that (3.10) and (5.10) hold for \( \tilde{\varphi} = \tilde{W} - \tilde{\Omega} \).) We summarize:
Theorem 5.1. There exists an $\mathbb{R}^2_+$-neighborhood $D$ of $(0,0)$ such that

\[ \widetilde{W} = \widetilde{\Omega} \quad \text{in} \ D, \]

where $\widetilde{\Omega}$ is defined by (5.15).

It remains to study the regularity of $\widetilde{\varphi}$ in $D$. By (5.15), (5.41), we need only study the behavior of $\widetilde{g}_2, \widetilde{g}_3$ and $\widetilde{h}_3$ in $D$. Comparing (2.8)-(2.13) with (5.11) - (5.14) and recalling (5.46), we find that

\[ \widetilde{L} = \tilde{f} \ast f \quad \text{and} \quad M_1 = M_2 = 0 \]

in (5.11), (5.13), (5.14). It follows that

\[ \Delta^2 \widetilde{\varphi} = \tilde{f} \quad \text{in} \ \mathbb{R}^2_+, \]

\[ \tilde{B}_1(D_x, D_y)\widetilde{\varphi} = k_1, \quad \tilde{B}_2(D_x, D_y)\widetilde{\varphi} = k_2 \quad \text{if} \ y = 0, x < 0 \]

where $\tilde{f}$ and $k_i$ are $C^\infty$ functions with compact support; $\tilde{f} = 0$ in $D$ and $k_i(x) = 0$ if $|x|$ is small.

A review of the structure of $\widetilde{g}_2$ then shows that

\[ \widetilde{g}_2 \text{ is analytic in a neighborhood of } (0,0). \]

We next study the function $g_3$ using the representation (5.5) - (5.9). In view of (5.50) and (5.36),

\[ \text{the functions } k_1 \equiv A_1, \ k_2 \equiv A_2 \quad \text{(and then also the corresponding } \Phi) \]

are analytic in $x$, for $x$ near 0.

We begin with the function

\[ \int_{-\infty}^{0} d\xi \Phi(\xi)(-\xi)^{\rho} M_1(z, \xi) \]

where

\[ M_1(z, \xi) = K \frac{z + \bar{z}}{2} \int_{\xi}^{z} \frac{(-q)^{-\rho}}{q - \xi} dq, \]

which comes from (5.6).
Introduce a cutoff function

\[ \eta(\xi) = [\tanh(-\xi)]^A \quad (\xi < 0) \]

where \( A \) is a large positive integer. Note that

- \( \eta(\xi) \sim (-\xi)^A \) if \( \xi \to 0 \),
- \( \eta(\xi) \sim 1 - 2Ae^\xi \) if \( \xi \to -\infty \).

One can easily check that

\[ |\Phi(\xi)(-\xi)\eta(\xi)| \leq C|\xi|^{A-1}. \]

We can then use the splitting argument, as in [4; §7], to get

\[ \int_{-\infty}^{0} d\xi \Phi(\xi)(-\xi)\eta(\xi)M_1(z, \xi) - \sum_{j=0}^{A-1} \nu_j(z) = O(|z|^{A-\rho}) \tag{5.54} \]

for \( |z| < 1 \), where \( \nu_j(z) = |z|^{-\rho}\tilde{\nu}_j(z) \) and \( \tilde{\nu}_j(z) \) is homogeneous polynomial of degree \( j \) in \((x, y)\); the factor \( |z|^{-\rho} \) arises from the factor \((-q)^{-\rho}\) in \( M_1(z, \xi) \).

For any positive integer \( M \),

\[ |\Phi(\xi) - P_M(\xi)| \leq C|\xi|^{M+1} \]

where \( P_M \) is a polynomial of degree \( M \). Set

\[ \tilde{\Phi} = \Phi - P_M(z). \]

Proceeding as in the derivation of (5.54) we find that

\[ \int_{-\infty}^{0} d\xi \tilde{\Phi}(\xi)(-\xi)^{\rho}(1 - \eta(\xi))M_1(z, \xi) - |z|^{-\rho}\tilde{P}_M(z) = O(|z|^{M+\delta}) \tag{5.55} \]

for some \( \delta > 0 \), where \( \tilde{P}_M \) is a polynomial of degree \( M \). Finally it remains to evaluate

\[ \int_{-\infty}^{0} d\xi P_M(\xi)(-\xi)^{\rho}(1 - \eta(\xi))M_1(z, \xi) \tag{5.56} \]

for \( |z| \) small. A typical term in \( P_M \) contributes

\[ \int_{-\infty}^{0} d\xi(q(-q)^{-\rho}) \left[ \int_{-\infty}^{0} (-\xi)^{\rho+k}(1 - \eta(\xi)) \frac{d\xi}{q - \xi} \right] \frac{K(z + \bar{z})}{2} \quad (K \text{ constant}). \tag{5.57} \]
We use the formula

\[(5.58) \quad \frac{1}{x-a} = -\frac{1}{a} \sum_{n=0}^{m} \left( \frac{x}{a} \right)^n + \left( \frac{x}{a} \right)^{m+1} \frac{1}{x-a} \]

to rewrite the expression in the brackets in the form

\[(5.59) \quad \int_{-\infty}^{0} (-\xi)^{\rho+k}(1-\eta(\xi)) \left[ -\frac{1}{\xi} \sum_{n=0}^{B} \left( \frac{q}{\xi} \right)^B + \left( \frac{q}{\xi} \right)^{B+1} \frac{1}{q-\xi} \right] d\xi \]

where \(B\) is chosen so that

\[(5.60) \quad B < \rho + k < B + 1.\]

Each term in \(\sum_n\) contributes a homogeneous polynomial times \(r^{-\rho}\), after substituting into (5.57). It remains to consider the last term:

\[q^{B+1} \int_{-\infty}^{0} (-\xi)^{\rho+k}(1-\eta(\xi)) \frac{1}{\xi^{B+1}} \frac{d\xi}{q-\xi} \]

\[= q^{B+1} \left\{ \int_{-\infty}^{0} (-\xi)^{\rho+k} \frac{1}{\xi^{B+1}} \frac{d\xi}{q-\xi} - q^{B+1} \int_{-\infty}^{0} (-\xi)^{\rho+k} \frac{\eta(\xi)}{\xi^{B+1}} \frac{d\xi}{q-\xi} \right\} \]

\[= q^{B+1} (I_1 - I_2).\]

Suppose \(Imq > 0\). Substituting in \(I_1 \quad q = r\omega, \xi = ru\) we get

\[I_1 = r^{\rho+k+1} \omega^{B+1} \int_{-\infty}^{0} (-u)^{\rho+k} \frac{du}{u^{B+1}(\omega-u)};\]

recall that \(|q| = |z| = r\) so that \(|\omega| = 1\). We can deform the \(u\)-contour into \(\Gamma\) as shown in Figure 2.

![Figure 2](image)
Then $|u - \omega|$ remains uniformly positive and by (5.60) the last integral is uniformly convergent. To determine $q^{B+1} I_1$ more sharply, we substitute in the last integral $u = \lambda \omega$. We get

$$q^{B+1} I_1 = q^{\rho+k+1+B+1} \int_{\Gamma_q} \frac{(-1)^{\rho+k}}{\lambda^{B+1}(1 - \lambda)} d\lambda$$

where $\Gamma_q$ is obtained from $\Gamma$ by multiplying by $1/\omega$. Note that $\Gamma_q$ goes from $0$ to $\infty$ above the $x$-axis and it avoids the point $1$ as long as $Imq > 0$. Hence we can modify $\Gamma_q$ so as to obtain a contour independent of $q$. Consequently

(5.61)

$$I_1 = cq^{\rho+k+1+B+1}, \quad c \text{ constant.}$$

To evaluate $I_2$ we again use (5.58):

$$I_2 = \int_{-\infty}^{0} (-\xi)^{\rho+k} \frac{\eta(\xi)}{\xi^{B+1}} \left[ \frac{1}{\xi} \sum_{j=0}^{L} \left( \frac{q}{\xi} \right)^{j} - \left( \frac{q}{\xi} \right)^{L+1} \frac{1}{q - \xi} \right] d\xi$$

where

$$L < A + \rho + k - (B + 1) < L + 1.$$ 

The terms in $\sum_j$ give homogeneous polynomials of degree $j$. In the last term we can deform the contour as before (recall that $\eta$ is holomorphic); this term is then bounded by $O(q^{L+1})$ and it is an error term if $L$ is taken large enough.

The above analysis applied also to $Imq < 0$ (with corresponding deformation of the contour). Substituting the results for $Imq > 0$ and $Imq < 0$ into (5.57) we obtain, up to an error term of large order,

$$\sum_j \mu_j(x,y)$$

where $\mu_j$ are homogeneous polynomials in $(x, y)$ of degree $j$.

Combining this with (5.54), (5.55), we conclude that the function (5.52) is equal to a sum

(5.62)

$$r^{-\rho} \sum_{j=0}^{N_1} Q_j(x,y) + \sum_{j=0}^{N_0} \mu_j(x,y)$$

plus error term $O(r^{N_1+\rho+\delta} + r^{N_0+\delta})$, $\delta > 0$, for any positive integers $N_1, N_0$, where $Q_j, \mu_j$ are polynomials of degree $j$.

The same analysis applies when $M_1$ is replaced by

$$K \frac{z + \bar{z}}{z} \int_{\bar{z}} q(-q)^{\rho} \frac{q}{q - \xi} dq,$$
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and this completes the evaluation of $D_x \psi_1$.

The same procedure can be used to evaluate the derivatives of $D_x \psi_1$. This was carried out (in slightly different context) for the $C^{4+\gamma}$-norm in [4]. However, it actually applies to any norm $C^{k+\gamma}$. Thus, in particular,

$$D^k[D_x \psi_1 - r^{-\rho} \sum_{j=0}^{N_1} Q_j - \sum_{j=0}^{N_0} \mu_j] \leq C r^{-N_1-\rho-k+\gamma} + C r^{-N_0-k+\gamma}$$

for $k = 0, 1, \ldots, \bar{N}$, for any $\bar{N} < \min(N_0, N_1 - \rho), r < 1$.

A similar result can be established for $D_x \psi_2$. We can also obtain similar results for $D_x \psi_2, D_x \psi_2$; $r^{-\rho}$ is to be replaced by $r^{-1/2}$. We conclude that

$$D^k[g_3 - r^{-\rho} \sum_{j=0}^{N_1} Q_j - r^{-1/2} \sum_{j=0}^{N_2} \tilde{Q}_j - \sum_{j=0}^{N_0} P_j] \leq C(r^{-N_1-\rho-k+\gamma} + r^{-N_2-1/2-k+\gamma} + r^{-N_0-k+\gamma})$$

for $0 \leq k < \bar{N}$, where $Q_j, \tilde{Q}_j, P_j$ are polynomials of degree $j$, and $\bar{N} < \min(N_0, N_1 - \rho, N_2 - \frac{1}{2})$.

The analysis for $h_3$ is much simpler since the data on $y = 0, x < 0$ vanish for $|x|$ small. This leads to

$$D^k[h_3 - \sum_{j=0}^{N_0} \tilde{P}_j] \leq C r^{-N_0+1},$$

instead of (6.4).

From the representation of $\tilde{\varphi}$ in (5.41), and from (5.50) and the estimates (5.50), (6.4), (6.5) we conclude that $\tilde{\varphi}$ satisfies the same estimates as $g_3$ in (6.4):

$$D^k[\tilde{\varphi} - r^{-\rho} \sum_{j=0}^{N_1} Q_j - r^{-1/2} \sum_{j=0}^{N_2} \tilde{Q}_j - \sum_{j=0}^{N_0} P_j] \leq C(r^{-N_1-\rho-k+\gamma} + r^{-N_2-1/2-k+\gamma} + r^{-N_0-k+\gamma})$$

with different polynomials $Q_i, \tilde{Q}_j, P_j$.

By (5.45) the terms $r^{-\rho} Q_j \ (j = 0, 1, 2)$ and $r^{-1/2} \tilde{Q}_j \ (j = 0, 1)$ must vanish. Moreover, the blow-up argument as used, for instance, in the proof of Lemma 6.4 in [4], shows, that each of the terms

$$r^{-\rho} Q_j, r^{-1/2} \tilde{Q}_j, P_j,$$

must be a solution of the homogeneous problem (i.e., (5.1)-(5.4) with $k_1 \equiv k_2 \equiv 0$). In view of [4; Th. 2.2] the $P_j$ must then vanish.

We have proved:
**Theorem 5.2.** The weak solution $\tilde{W}$, in a small $\mathbb{R}^{2+}$ neighborhood of $(0,0)$, has the form $\tilde{W} = (-\partial_y \tilde{\varphi}, \partial_x \tilde{\varphi})$ where

\begin{equation}
\tilde{\varphi} = 2Re \sum_{j=1}^{2} \left[ \Psi_j(z) + \Phi_j(z) \frac{\bar{z}}{z} \right]
\end{equation}

where

\begin{equation}
\Phi_1(z) = z^{1/2} \sum_{n=2}^{\infty} \Gamma_n z^n, \quad \Phi_2(z) = iz^{-\rho} \sum_{n=2}^{\infty} \Gamma_n z^n \quad (\Gamma_n \in \mathbb{R})
\end{equation}

and

\begin{equation}
\Psi_1(z) = \Phi_1(z), \quad \frac{\partial}{\partial z} \Psi_2(z) = 2\frac{\Phi_2(z)}{z} - \frac{\partial}{\partial z} \Phi_2(z).
\end{equation}

The series expansion in (5.67) should be understood in the sense of asymptotic series, as described in (5.66). The expressions for $\Psi_j, \Phi_j$ come from the form of the solutions $r^{-\rho}Q_j, r^{-1/2}Q_j$ as established in [4; §2].

The free boundary $y = f(x)$ corresponding to the solution $\tilde{W}$ has the following form near $x = 0$ (cf. [4; §2]):

\begin{equation}
f(x) = \frac{2}{U} Re(\Phi_1 + \Phi_2 + \Psi_1 + \Psi_2)
\end{equation}

\begin{equation}
= \frac{2}{U} Re \sum_{n=2}^{\infty} 2i\Gamma_n \frac{z^{n-\rho}}{n - \rho}.
\end{equation}

**§6. The perturbed problem.**

We now consider the complete coating flow problem as a perturbation of the linearized problem studied in the previous sections. We seek

\begin{equation}
\text{velocity} = \vec{v} = \vec{U} + \varepsilon \vec{G} \\
\quad = \vec{G}(x, y, \varepsilon) \quad (\vec{G} = G(x, y, \varepsilon)),
\end{equation}

\begin{equation}
\text{pressure} = p = \varepsilon \tilde{p} \quad (\tilde{p} = \tilde{p}(x, y, \varepsilon)),
\end{equation}

and free boundary

\begin{equation}
\Gamma_\varepsilon : y = \varepsilon \tilde{f}(x, \varepsilon) \quad \text{for} \quad x < 0, \quad \tilde{f}(0, \varepsilon) = 0
\end{equation}

with $\tilde{f}(x, \varepsilon)$ uniformly bounded in $(x, \varepsilon)$ ($\varepsilon$ small), such that in the fluid region

\begin{equation}
\Omega_\varepsilon = \{(x, y); -\infty < x < \infty, \quad 0 < y < 1 \quad \text{if} \quad x > 0 \quad \text{and} \quad \varepsilon \tilde{f}(x, \varepsilon) < y < 1 \quad \text{if} \quad x \leq 0\}
\end{equation}
the following equations hold:

\begin{align}
\Delta \tilde{v} &= \nabla p \quad \text{in} \quad \Omega_\varepsilon, \\
\nabla \cdot \tilde{v} &= 0 \quad \text{in} \quad \Omega_\varepsilon; \\
\end{align}

furthermore, on the fixed boundaries:

\begin{align}
\tilde{v}(x, 1) &= \tilde{U} + \varepsilon \zeta(x), \quad -\infty < x < \infty. \\
\tilde{v}(x, 0) &= \tilde{U}, \quad 0 < x < \infty, \\
\end{align}

and on the free boundary:

\begin{align}
T \tilde{n} &= \sigma \kappa \tilde{n} \quad \text{on} \quad \Gamma_\varepsilon \\
\nabla \cdot \tilde{n} &= 0 \quad \text{on} \quad \Gamma_\varepsilon; \\
\end{align}

\(T, \tilde{n}, \sigma\) and \(\kappa\) were defined in §0. Recall that \(\tilde{U} = (U, 0), \ U > 0\).

We refer to the system (6.1)–(6.9) as Problem (C).

From the calculations in §1 we have:

\begin{align}
\Delta \tilde{G} &= \nabla \tilde{p} \quad \text{in} \quad \Omega_\varepsilon, \\
\nabla \cdot \tilde{G} &= 0 \quad \text{in} \quad \Omega_\varepsilon, \\
\tilde{G}(x, 1) &= \tilde{\zeta}(x), \quad -\infty < x < \infty, \\
\tilde{G}(x, 0) &= 0 \quad 0 < x < \infty. \\
\end{align}

Next, (6.9) reduces to

\begin{align}
G_y(x, \varepsilon \tilde{f}) = U \tilde{f} + \varepsilon \tilde{f}^\prime G_x(x, \varepsilon \tilde{f}). \\
\end{align}

Finally, taking the scalar product of (6.8) with the tangent \(\tilde{\tau}\) and normal \(\tilde{n}\), respectively, we arrive after simple calculation, at the following equations:

\begin{align}
\frac{\partial G_y}{\partial x} + \frac{\partial G_y}{\partial x} = \frac{4 \varepsilon \tilde{f}^\prime}{1 - \varepsilon^2 (\tilde{f}^\prime)^2} \frac{\partial G_x}{\partial x} \quad \text{at} \quad (x, \varepsilon \tilde{f}(x, \varepsilon)), \quad x < 0, \\
\end{align}
\begin{align*}
(6.16) \quad -\tilde{p} + \frac{1}{1 + \varepsilon^2(\tilde{f})^2} \left[ 2 \frac{\partial G_y}{\partial y} + 2\varepsilon^2(\tilde{f})^2 \frac{\partial G_x}{\partial x} - 2\varepsilon^2 \tilde{f}' \left( \frac{\partial G_x}{\partial y} + \frac{\partial G_y}{\partial x} \right) \right] \\
= -\frac{\sigma \tilde{f}''}{[1 + \varepsilon^2(\tilde{f})^2]^{3/2}} \quad \text{at} \quad (x, \varepsilon \tilde{f}(x, \varepsilon)), \quad x < 0.
\end{align*}

For simplicity we assume that

\begin{align*}
(6.17) \quad \zeta(x) \text{ is } C^\infty \text{ with compact support;}
\end{align*}

the case of general \( \zeta \) will be considered in Remark 8.3.

To solve problem (C), or (6.10)–(6.16), we first map the fluid region \( \Omega_\varepsilon \) onto the strip \( S = \{(x, y); -\infty < x < \infty, \ 0 < y < 1\} \). It is convenient to introduce the stream function \( \psi \):

\[ \tilde{\Gamma} = (-\psi_y, \psi_x). \]

Note that

\begin{align*}
(6.17) \quad \Delta^2 \psi = 0 \quad \text{in} \quad \Omega_\varepsilon.
\end{align*}

Introduce a function \( \eta(t) \) as in [4; (3.14)] and define a new stream function in \( S \) by

\begin{align*}
(6.18) \quad \tilde{\psi}(x, y) &= \psi(x, y + \varepsilon \tilde{f}(x, \varepsilon) \eta(x, y)) \quad \text{if} \quad x < 0, \\
\tilde{\psi}(x, y) &= \psi(x, y) \quad \text{if} \quad x \geq 0,
\end{align*}

where

\[ \eta(x, y) = \eta \left( \frac{y}{|x|} \right) \quad \text{if} \quad -2 \leq x < 0 \]

\[ = 1 \quad \text{if} \quad x < -2, \ 0 < y < \delta_0 \]

\[ = 0 \quad \text{if} \quad x < -2, \ 1 - \delta_0 < y < 1, \]

\( 0 \leq \eta \leq 1 \) elsewhere, and \( \eta(x, y) \) is \( C^\infty \) for \( x \leq -1 \); here \( \delta_0 \) is any small positive number that will be fixed from now on.

As in [4; (3.18)],

\[ \Delta^2 \tilde{\psi} = \varepsilon H_4[\tilde{\psi}, \tilde{f}] \quad \text{in} \quad S \]

where the right-hand side is a perturbation term. However, it will be more convenient to consider the transformed problem not for \( \tilde{\psi} \) but rather for the pair \( (\tilde{\Gamma}, \tilde{p}) \) defined by

\[ \tilde{\Gamma} = (-\tilde{\psi}_y, \tilde{\psi}_x), \]

\[ \tilde{p}(x, y) = \tilde{p}(x, y + \varepsilon \tilde{f}(x, \varepsilon) \eta(x, y), \varepsilon). \]
Observe that

\[ \nabla \cdot \overrightarrow{G} = 0 \quad \text{in} \quad S. \]

We shall rewrite (6.10), (6.12)–(6.16) in terms of \( \overrightarrow{G} \) and \( \overline{p} \).

As in [4; (3.16)], if \(-2 \leq x < 0\) then

\[ G_y = \partial_x \overline{\psi} - \partial_x \psi + \varepsilon \partial_y \psi \left[ \tilde{f}' \eta + \frac{y \tilde{f}}{|x|^2} \eta' \right], \]

\[ -G_x = \partial_y \overline{\psi} = \partial_y \psi + \varepsilon \partial_y \psi \frac{f}{(-x)} \eta' \quad \left( \text{where} \quad \eta = \eta \left( \frac{y}{|x|} \right) \right) \]

and

\[ \frac{\partial \overline{p}}{\partial x} = \frac{\partial \overline{p}}{\partial x} + \varepsilon \partial_y \overline{p} \left[ \tilde{f}' \eta + \frac{y \tilde{f}}{|x|^2} \eta' \right], \]

\[ \frac{\partial \overline{p}}{\partial y} = \frac{\partial \overline{p}}{\partial y} + \varepsilon \partial_y \overline{p} \frac{f}{(-x)} \eta'. \]

Analogous formulas hold for \( x < -2 \). Using the relation \( \Delta (-\partial_y \psi) = \Delta G_x = \partial \overline{p}/\partial x \), we get

\[ \Delta \overline{G}_x = \Delta (-\partial_y \psi) - \Delta \left[ \varepsilon \partial_y \psi \frac{f}{(-x)} \eta' \right] \]

\[ = \frac{\partial \overline{p}}{\partial x} - \varepsilon \Delta \left[ \partial_y \psi \frac{f}{(-x)} \eta' \right] \]

(6.20)

\[ = \frac{\partial \overline{p}}{\partial x} - \varepsilon (\partial_y \overline{p}) \left[ \tilde{f}' \eta + \frac{y \tilde{f}}{|x|^2} \eta' \right] - \varepsilon \Delta \left[ \partial_y \psi \frac{\tilde{f}}{(-x)} \eta' \right] \]

\[ \equiv \frac{\partial \overline{p}}{\partial x} + \varepsilon L_1[x, y, \nabla \overline{p}, \overrightarrow{G}, \nabla \overrightarrow{G}, \nabla^2 \overrightarrow{G}, \tilde{f}, \tilde{f}'] \]

if \(-2 \leq x < 0\), and similarly

(6.21)

\[ \Delta \overline{G}_y = \frac{\partial \overline{p}}{\partial y} + \varepsilon L_2[\cdots] \]

where \( L_2 \) has the same structure as \( L_1 \). Similar equations hold for \( x < -2 \). Equations (6.19)–(6.21) hold in \( S \). The boundary conditions are:

(6.22)

\[ \overrightarrow{G}(x, 1) = \overline{\zeta}(x), \quad -\infty < x < \infty, \]

(6.23)

\[ \overrightarrow{G}(x, 0) = 0, \quad 0 < x < \infty, \]
\[ \frac{\partial G}{\partial x} + \frac{\partial G}{\partial y} = \varepsilon Q_1[\nabla \overline{G}, \tilde{f}, \tilde{f}'] \text{ at } (x,0), \quad -\infty < x < 0 , \]

\[ -\overline{\rho} + 2 \frac{\partial G}{\partial y} + \frac{\sigma}{U} \frac{\partial G}{\partial x} = \varepsilon Q_2[\nabla \overline{G}, \tilde{f}, \tilde{f}'] \text{ at } (x,0), \quad -\infty < x < 0 . \]

Here

\[ Q_1 = \partial_y \psi \left\{ -\frac{\tilde{f}}{(-x)} \eta' + \tilde{f}' \eta + \frac{y \tilde{f}}{|x|^2} \eta' \right\}, \quad \eta = \eta \left( \frac{y}{|x|} \right) \]

if \(-2 < x < 0\); for \(x < -2\) the expression for \(Q_2\) is slightly different. \(Q_2[\cdots]\) has the same structure as \(Q_1[\cdots]\). Finally, the free boundary \(\tilde{f}(x,\varepsilon)\) is determined by

\[ \tilde{f}'(x,\varepsilon) = \frac{1}{U} \overline{G}_y(x,0) + \varepsilon Q_3[\overline{G}, \tilde{f}'], \quad -\infty < x < 0 \]

where

\[ Q_3[\overline{G}, \tilde{f}'] = \tilde{f} \overline{G}_x . \]

So far we have reduced the coating problem \((C)\) to the system \((6.20)-(6.27)\) in the fixed domain \(S\). Denote the weak solution of the linearized problem (established in Theorem 2.2) by \((U + \varepsilon \overline{G}_0, \varepsilon p_0, \varepsilon f_0)\). Set

\[ \tilde{W}(x,y) = \overline{G}(x,y) - \tilde{G}_0(x,y) , \]

\[ q(x,y) = \overline{p}(x,y) - p_0(x,y) , \]

\[ \ell(x) = \tilde{f}(x,\varepsilon) - f_0(x) . \]

Then

\[ \Delta \tilde{W} = \nabla q + \varepsilon \tilde{L} \quad \text{in } S , \]

\[ \nabla \cdot \tilde{W} = 0 \quad \text{in } S \]

where \(\tilde{L} = (L_1, L_2)\) and

\[ L_i = L_i[x,y, \nabla p_0 + \nabla q, \tilde{G}_0 + \tilde{W}, \nabla \tilde{G}_0 + \nabla \tilde{W}, \nabla^2 \tilde{G}_0 + \nabla^2 \tilde{W}, f_0 + \ell, f_0' + \ell'] . \]

The boundary conditions are

\[ \tilde{W}(x,1) = 0 , \quad -\infty < x < \infty , \]

\[ \tilde{W}(x,0) = 0 , \quad 0 < x < \infty , \]
\[
(6.33) \quad \frac{\partial W_x}{\partial y} + \frac{\partial W_y}{\partial x} = \varepsilon Q_1[\nabla \tilde{G}_0 + \nabla \tilde{W}, f_0 + \ell, f_0' + \ell'] \quad \text{at} \quad (x,0), \quad -\infty < x < 0 ,
\]

\[
(6.34) \quad -g + 2\frac{\partial W_y}{\partial y} - \frac{1}{\lambda} \frac{\partial W_y}{\partial x} = \varepsilon Q_2[\nabla \tilde{G}_0 + \nabla \tilde{W}, f_0 + \ell, f_0' + \ell'] \quad \text{at} \quad (x,0), \quad -\infty < x < 0 .
\]

Finally,

\[
(6.35) \quad \ell'(x) = \frac{1}{U} W_y(x,0) + \varepsilon Q_3[\tilde{G}_0 + \tilde{W}, f_0' + \ell'] .
\]

In the next two section we shall establish existence and uniqueness for Problem (C) in its formulation (6.28)--(6.35).

\section{Solution to the coating problem.}

We shall assume that

\[
(7.1) \quad f_0(x) \approx A(-x)^{2-\rho} \quad \text{as} \quad x \uparrow 0 , \quad A > 0 ;
\]

the case \( A \leq 0 \) will be considered in Remark 8.1.

In this and the next section we follow closely the notation of [4], but replace the half plane \( \Omega = \{(x,y), -\infty < x < \infty, y > 0\} \) by the strip \( S \). In particular, we shall work with norms

\[
\|\varphi\|_{S,m+\gamma}^q = \sup_S \left\{ \sum_{|k| \leq m} \frac{r^{|k|}}{g(r)} |D^k \varphi(X)| + \sum_{|k|=m} \frac{r^{m+\gamma}}{g(r)} |D^k \varphi(X)| \right\}
\]

where \( \gamma \) is a small positive number, \( r = |X| \), and \( g(r) \) is a positive smooth function for \( 0 < r < \infty \), such that

\[
g(r) = r^\alpha \quad \text{if} \quad r < \frac{1}{2} , \quad g(r) = 1 \quad \text{if} \quad r > 2 ,
\]

and

\[
(7.2) \quad \alpha = 2 - \rho .
\]

Similarly we define the norm \( \|f\|_{m+\gamma}^q \) for functions \( f(x), \quad -\infty < x \leq 0 \).

We shall need the following Phragmén–Lindelöf type results:
**Lemma 7.1.** Suppose \( \varphi(x, y) \) is a bounded solution of

\[
\Delta^2 \varphi = 0 \quad \text{in} \quad S \cap \{ x > A \}, \quad A > 0,
\]

\[
\varphi(x, 1) = \varphi_y(x, 1) = 0 \quad \text{if} \quad x > A,
\]

\[
\varphi(x, 0) = \varphi_y(x, 0) = 0 \quad \text{if} \quad x > A.
\]

Then there exist positive constants \( C, \theta \) such that

\[
|\varphi(x, y)| \leq C e^{-\theta x} \quad \text{in} \quad S \cap \{ x > A \}.
\]

**Lemma 7.2.** Suppose \( \varphi(x, y) \) is a bounded solution of

\[
\Delta^2 \varphi = 0 \quad \text{in} \quad S \cap \{ x < -A \}, \quad A > 0,
\]

\[
\varphi(x, 1) = \varphi_y(x, 1) = 0 \quad \text{if} \quad x < -A,
\]

\[
(\varphi_{yy} - \varphi_{xx})(x, 0) = 0 \quad \text{if} \quad x < -A,
\]

\[
\lambda (3\varphi_{xyy} + \varphi_{yyy}) - \varphi_{xxx} = 0 \quad \text{at} \quad (x, 0), \quad x < -A.
\]

Then there exist positive constants \( C, \theta \) such that

\[
|\varphi(x, y)| \leq C e^{-\theta|x|} \quad \text{in} \quad S \cap \{ x < -A \}.
\]

Both lemmas follow from an abstract Phragmén–Lindelöf theorem due to Lax [5]; the case of Dirichlet data, as in Lemma 7.1, is explicitly stated in [5], whereas the case of the boundary data as in Lemma 7.2 follows by the same arguments as in [5] provided we use the elliptic estimates of [1]. Using a priori estimates, we can also extend the exponential decay bounds to any derivative of \( \varphi(x, y) \).

Applying Lemmas 7.1, 7.2 to \( \vec{G}_0 \), or rather to the stream function \( \varphi^0 \) \( (\vec{G}_0 = (-\varphi_y^0, \varphi_x^0)) \) we conclude:

**Lemma 7.3.** The function \( \vec{G}_0 \) satisfies:

\[
(7.3) \quad |\vec{G}_0(x, y)| \leq C e^{-\theta|x|} \quad \text{in} \quad \Omega,
\]

where \( C, \theta \) are some positive constants.

Introduce a class \( K \) of functions \((\vec{W}, q, f)\):

\[
K = \left\{ (\vec{W}, q, f); \| \vec{W} \|_{5,3+\gamma}^q \leq B, \| q \|_{5,2+\gamma}^q \leq B, \| f \|_{4+\gamma}^p \leq B \right\}
\]
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where $f = f(x)$, $-\infty < x \leq 0$. We shall further restrict this class by requiring that

\[
\sum_{|k| \leq 3} |D^k \tilde{W}(X)| + \sum_{|k| = 3} |D^{k+\gamma} \tilde{W}(X)| \leq B_0 e^{-\mu |x|}, \quad |x| > 1,
\]
\[
\sum_{|k| \leq 2} |D^k q(X)| + \sum_{|k| = 2} |D^{k+\gamma} q(X)| \leq B_0 e^{-\mu |x|}, \quad |x| > 1,
\]
\[
\sum_{k=0}^{3} |D^k f'(x)| + |D^{3+\gamma} f'(x)| \leq B_0 e^{-\mu |x|}, \quad x < -1;
\]
(7.4)

here $D^\gamma h(X)$ refers to Hölder coefficient of $h$ (corresponding to Hölder exponent $\gamma$) taken over pairs of points whose distance to $X$ is $\leq 1/2$.

**Definition 7.1.** We denote by $K_0$ the subclass of functions in $K$ which satisfy (7.4).

We shall henceforth fix the positive constants $B, B_0$ and $\mu$, taking

\[
0 < \mu < \theta, \quad \theta \text{ as in (7.3)}.
\]
(7.5)

Given $(\tilde{W}, \tilde{q}, \tilde{f})$ in $K_0$, denote by

\[
\tilde{L}, \tilde{Q}_1, \tilde{Q}_2 \quad \text{and} \quad \tilde{Q}_3
\]

the function $\tilde{L}, Q_1, Q_2, Q_3$ defined in (6.28) (or (6.30)), (6.33), (6.34) and (6.35), respectively, when $\tilde{W}, q, \ell$ are replaced by $\tilde{W}, \tilde{q}, \tilde{f}$ respectively. Consider the system

\[
\Delta \tilde{W} = \nabla q + \varepsilon \tilde{L} \quad \text{in} \quad S,
\]
(7.6)
\[
\nabla \cdot \tilde{W} = 0 \quad \text{in} \quad S
\]
(7.7)

\[
\tilde{W}(x,1) = 0, \quad -\infty < x < \infty,
\]
(7.8)
\[
\tilde{W}(x,0) = 0, \quad 0 < x < \infty,
\]
(7.9)

\[
\frac{\partial W_x}{\partial y} + \frac{\partial W_y}{\partial x} = \varepsilon \tilde{Q}_1, \quad -\infty < x < 0, \quad y = 0,
\]
(7.10)

\[
-q + 2 \frac{\partial W_y}{\partial y} - \frac{1}{\lambda} \frac{\partial W_y}{\partial x} = \varepsilon \tilde{Q}_2, \quad -\infty < x < 0, \quad y = 0,
\]
(7.11)
and define \( f(x) \) by \( f(0) = 0 \) and

\[(7.12) \quad f'(x) = \frac{1}{U} W_y(x, 0) + \varepsilon \tilde{Q}_3, \quad -\infty < x < 0.\]

Our goal is to show that this system has a unique bounded solution which belongs to the class \( K_0 \), and that the mapping \( T \) defined by

\[ T(\tilde{W}, \tilde{q}, \tilde{f}) = (\tilde{W}, q, f) \]

is a contraction, provided \( \varepsilon \) is small enough. This will establish existence and uniqueness to problem \( (C) \).

\[ \S 8. \text{ Solution to the coating problem (continued).} \]

To study the system \((7.6) - (7.11)\) we introduce a stream function \( \varphi : \tilde{W} = (-\partial_y \varphi, \partial_x \varphi) \). Then the system takes the form

\[ (8.1) \quad \Delta^2 \varphi = \varepsilon \beta_0 \text{ in } S, \]
\[ (8.2) \quad \varphi(x, 1) = \varphi_y(x, 1) = 0, \quad -\infty < x < \infty, \]
\[ (8.3) \quad \varphi(x, 0) = \varphi_y(x, 1) = 0, \quad 0 < x < \infty, \]
\[ (8.4) \quad (\varphi_{yy} - \varphi_{xx})(x, 0) = \varepsilon \beta_1, \quad -\infty < x < 0, \]
\[ (8.5) \quad \lambda(3\varphi_{xxy} + \varphi_{yyy}) - \varphi_{xxx} = \varepsilon \beta_2 \text{ at } (x, 0), \quad -\infty < x < 0 \]

where the \( \beta_i \) depend on \( \hat{L} \) and \( \hat{Q}_1, \hat{Q}_2 \) (cf \((5.10) - (5.19))\); in particular,

\[ (8.6) \quad |\beta_i| \leq C e^{-\mu|x|} \text{ if } |x| > 1 \text{ (} 0 \leq i \leq 2 \text{).} \]

The same estimate holds for the \( 2 + \gamma \) derivative of \( \beta_2 \), the \( 1 + \gamma \) derivative of \( \beta_3 \) and the \( \gamma \) derivative of \( \beta_0 \). (Recall that "\( \gamma \) derivative" at \((x, y)\) means the \( \gamma \)-Hölder coefficient computed for pair points whose distance from \((x, y)\) is \( \leq 1/2 \).)

We also have, as in [4],

\[ (8.7) \quad |\beta_0| \leq C r^\alpha, \quad |\beta_1| \leq C r^{\alpha-2}, \quad |\beta_2| \leq C r^{\alpha-3} \quad (r < 1) \]

with similar estimates on higher order derivative (the first derivative of \( \beta_1 \) is bounded by \( C r^{\alpha-3} \), etc.).

We wish to find a solution \( \varphi^* \) of

\[ (8.8) \quad \varphi_{yy} - \varphi_{xx} = \varepsilon \beta_1, \quad \lambda(3\varphi_{xxy} + \varphi_{yyy}) - \varphi_{xxx} = \varepsilon \beta_2 \text{ at } (x, 0), \quad -\infty < x < 0 \]
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which is supported in the region \( \hat{\Sigma}_{\theta_0} \) bounded by the negative \( x \)-axis, the segment \( y = -\theta_0 x \) for \(-\theta_0/4 < x < 0 \) and \( \left\{ y = \frac{1}{4} \right\} \) \( (\theta_0 \) is any small positive number), and satisfies:

\[
\|\varphi^*\|_{s, 4+\gamma}^q \leq C\varepsilon.
\]

To do this we introduce the Poisson kernel

\[
P(x, y) = \frac{y}{x^2 + y^2},
\]

and form the function

\[
Q(x, y) = c_1 y^2 (P \ast \beta_1)(x, y) + y^3 \left\{ P \ast [c_2 H(\partial_x \beta_1) + c_3 \beta_2] \right\} (x, y)
\]

where \( H \) is the Hilbert transform. The \( c_i \) are positive constants chosen so that the Fourier transform (in \( x \)) \( \hat{Q} \) of \( Q \) satisfies:

\[
\hat{Q}(\xi, \eta) = -\frac{1}{2} \hat{\beta_1}(\xi)y^2 e^{-|\xi|y} + \frac{1}{6}(|\xi|\hat{\beta_1}(\xi) + \hat{\beta_2}(\xi))y^3 e^{-|\xi|y}.
\]

It follows that

\[
\hat{Q} = \hat{Q}_y = 0, \quad \hat{Q}_{yy} = \hat{\beta_1}, \quad \hat{Q}_{yyy} = \hat{\beta_2} \quad \text{at} \quad y = 0,
\]

so that

\[
Q = Q_y = 0, \quad Q_{yy} = \beta_1, \quad Q_{yyy} = \beta_2 \quad \text{at} \quad y = 0.
\]

Hence \( \varepsilon Q \) satisfies (8.8).

We proceed to estimate \( \varepsilon Q \) by the splitting argument of [4]. We write

\[
\beta_j(x) = \sum_{n=-\infty}^{\infty} \beta_j^n(x) \quad (j = 1, 2)
\]

where \( \beta_j^n \) is supported in the interval

\[
\left[ -2 \left( \frac{1}{2} \right)^n, - \left( \frac{1}{2} \right)^n \right] \quad \text{if} \quad n \geq 0 \quad \text{and} \quad \left[ n - 1, n \right] \quad \text{if} \quad n \leq -1.
\]

We split each convolution integral in (8.11) into series whose \( n \)th term corresponds to \( \beta_j^n \). Each term with \( n \geq 0 \) we rescale by a factor \( 2^n \) and then apply the Schauder estimates to get, for the corresponding term, \( Q_n \),

\[
\|Q_n\|_{4+\gamma} \leq C(\|\beta_1^n\|_{2+\gamma} + \|\beta_2^n\|_{1+\gamma}).
\]
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Indeed, by the Schauder boundary estimates, the $2 + \gamma$ norm of $P \ast \beta$ can be estimates by the $2 + \gamma$ norm of $\beta$; the $4 + \gamma$ norm of $y^2(P \ast \beta)$ can be estimates by the $2 + \gamma$ norm of $\beta$, if we use also interior Schauder estimates. We have also used here the fact that the $1 + \gamma$ norm of $H(\partial_x \beta)$ is bounded by the $2 + \gamma$ norm of $\beta$.

For $n \leq -1$ there is no need to rescale, and we obtain a similar $4 + \gamma$ estimate. Summing over all $n$, we get
\[
\|Q\|_{5,4+\gamma} \leq C\|\beta_1\|_{2+\gamma} + C\|\beta_2\|_{1+\gamma}.
\]

Taking $\varphi^* = \varepsilon \xi_0(x,y)Q(x,y)$ where $\xi_0$ is a suitable cut-off function, we obtain the desired solution of (8.8). In view of the exponential decay established in (8.6),
\[
|\varphi^*(x,y)| \leq C\varepsilon e^{-\mu|x|} \quad \text{if} \quad |x| > 1,
\]
and the same estimate holds also for the $4 + \gamma$ derivatives of $\varphi^*$ (using again the Schauder estimates).

We now define $\tilde{W}^* = (W_x^*, W_y^*)$ by
\[
W_x^* = -\partial_y \varphi^*, \quad W_y^* = \partial_x \varphi^*
\]
and introduce
\[
\tilde{R} = \tilde{W} - \tilde{W}^*, \quad h = q + c^* \quad (c^* \text{ is a constant}).
\]
Then (7.6)–(7.11) take the form
\[
\Delta \tilde{R} = \nabla h + \varepsilon \tilde{Q}_0 \quad \text{in} \quad S,
\]
\[
\nabla \cdot \tilde{R} = 0 \quad \text{in} \quad S,
\]
\[
\tilde{R}(x,1) = 0, \quad -\infty < x < \infty,
\]
\[
\tilde{R}(x,0) = 0, \quad 0 < x < \infty,
\]
\[
\frac{\partial R_x}{\partial y} + \frac{\partial R_y}{\partial x} = 0, \quad -\infty < x < 0,
\]
\[
-h + 2 \frac{\partial R_y}{\partial y} - \frac{1}{\lambda} \frac{\partial R_y}{\partial x} = 0, \quad -\infty < x < 0,
\]
provided $c^*$ is chosen so that (8.18) is satisfied at one point, say at $x = -1$. Furthermore, $\hat{Q}_0$ is supported in $\tilde{S}_{\delta_0}$,
\[
|\hat{Q}_0(x,y)| \leq C|x|^\alpha \quad \text{for} \quad -1 \leq x < 0,
\]
\[
|\hat{Q}_0(x,y)| \leq C e^{-\mu|x|} \quad \text{for} \quad x \leq -1,
\]
and a similar bound holds for the $\gamma$-derivative of $\hat{Q}_0$. 
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By the proof of Theorem 2.2 there exists a unique solution $\tilde{R}$ of (8.13)-(8.18) satisfying

\begin{equation}
\int_{S} |\nabla \tilde{R}|^{2} \leq C \int_{S} |\tilde{Q}_{0}|^{2}.
\end{equation}

The regularity results of Section 5 imply that if we set

$$\tilde{R} = (-\partial_{y} \psi, \partial_{x} \psi)$$

then

\begin{equation}
\|\psi\|_{S^{4+\gamma}}^{2} \leq C \varepsilon.
\end{equation}

We need to derive a decay estimate for $\psi$ as $|x| \to \infty$. Note that

\begin{equation}
\Delta^{2} \psi = \varepsilon \hat{H}
\end{equation}

where $\hat{H}$ is supported in $\hat{\Sigma}_{\theta_{0}}$ and

\begin{equation}
|\hat{H}(x, y)| \leq Ce^{-\mu|x|}.
\end{equation}

We claim that

\begin{equation}
|\psi(x, y)| \leq C \varepsilon e^{-\mu|x|} \quad \text{if} \quad |x| > 1.
\end{equation}

For $x > -1$ this follows from Lemma 7.1. To prove it for $x < -1$ we introduce the semigroup $V$ of translations, $\xi \to V(\xi)$, defined by

$$V(\xi)u(x, y) = u(x + \xi, y) \quad (\xi < 0)$$

for functions defined for $x < -1$, $0 < y < 1$ and satisfying the (homogeneous) boundary conditions of Lemma 7.2. By the proof of Lemmas 7.2 (see [5])

\begin{equation}
\|V(\xi)u(x, \cdot)\| \leq Ce^{-\theta|\xi|}\|u(x, \cdot)\|
\end{equation}

where the norm $\| \cdot \|$ can be taken the $L^{\infty}$-norm. Recalling (8.22) we can write

\begin{equation}
\psi(x, y) = \varepsilon \left[ \int_{-1}^{x} V(x - \xi) \hat{H}(\xi, \cdot) d\xi \right] (y) + V(x) \psi(-1, y)
\end{equation}

and using (8.23), (8.25) and the fact that $|\psi(-1, y)| \leq C \varepsilon$, we easily find upon recalling (7.5), that (8.24) is valid for $x \leq -1$. 
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Similarly we can estimate the $4 + \gamma$ derivatives of $\psi$ by the right-hand side of (8.24), for $|x| \geq 1$ with another constant $C$.

As in [4] we can also derive an estimate

$$\|\psi\|_{S,4+\gamma}^g \leq C \varepsilon,$$

using the splitting argument.

Combining all these estimates on $\psi$, one can easily check that

(8.27) \hspace{1cm} T \text{ maps } K_0 \text{ into itself.}

Similarly one can prove (cf. [4]) that $T$ is a contraction in $K_0$ with respect to the norm, say,

$$\|\tilde{W}\|_{S,3+\gamma}^g + \|q\|_{S,2+\gamma}^g.$$

Consequently $T$ has a unique fixed point.

**Definition 8.1.** A regular solution of Problem (C) is a solution which belongs to class $K_0$.

We have proved:

**Theorem 8.1.** If (7.1) holds then, for any sufficiently small $\varepsilon > 0$, there exists a unique regular solution to Problem (C).

Note that the free boundary is given by

(8.28) \hspace{1cm} y = f(x, \varepsilon) = \varepsilon f_0(x) + \varepsilon^2 f_1(x, \varepsilon)

where

(8.29) \hspace{1cm} |x|^{\alpha+j} |D^j f_1(x, \varepsilon)| \leq C \quad \text{if} \quad -1 \leq x < 0

and

(8.30) \hspace{1cm} |D^j f_0(x)| + |D^j f_1(x, \varepsilon)| \leq C e^{-\mu |x|} \quad \text{if} \quad x \leq -1

for $j = 1, 2, 3, 4, 4 + \gamma$; (8.29) holds also for $j = 0$.

**Remark 8.1.** By Theorem 5.1 the linearized free boundary $f_0(x)$ has, generically, the asymptotic behavior

(8.31) \hspace{1cm} f_0(x) \approx A(-x)^{m-\rho} \quad \text{as} \quad x \uparrow 0,
with \( m = 2 \). If \( A = 0 \) then the generic subcase becomes (8.31) with \( m = 3 \), etc. Consider the case where (8.31) holds for some positive integer \( m \geq 2 \), where \( A \) is a positive constant. Setting
\[
\alpha = m - \rho
\]
the proof of Theorem 8.1 then proceeds exactly as before. If (8.31) holds with \( m = 2 \) (or with \( m \geq 3 \)) and \( A < 0 \) then the free boundary will go into \( \{ y < 0 \} \), but all our results can still be extended with minor changes.

**Remark 8.2.** There is a relation between the free boundary \( y = \varepsilon f(x) \) of the linearized problem at \( x = -\infty \) and the perturbation term \( \tilde{\zeta}(x) \), namely
\[
(8.32) \quad f(-\infty) = -\int_{-\infty}^{\infty} \zeta_y(x) dx.
\]

Indeed, integrating \( \nabla \cdot \vec{G} = 0 \) over \( S \) and using the decay of \( \vec{G} \) as \( |x| \to \infty \) we get, after using (1.5),
\[
0 = \varepsilon \int_{-\infty}^{\infty} \zeta_y(x) dx - U \varepsilon \int_{-\infty}^{0} f'(x) dx,
\]
from which (8.32) follows.

**Remark 8.3.** So far we have assumed that the data \( \tilde{\zeta}(x) \) is \( C^\infty \) with compact support. The results immediately extend to the case where \( \tilde{\zeta}(x) \) is only assumed to belong to \( C^{3+\gamma} \). Consider next the case where \( \tilde{\zeta}(x) \) does not have compact support and is instead bounded by
\[
|D^j \tilde{\zeta}(x)| \leq \frac{C}{(1 + |x|)^{N+j}} \quad (N > 1)
\]
for \( j = 0, 1, 2, 3, 3 + \gamma \). Instead of [5] we can now use results of [7] (see also [3; Chap. 3]) to deduce that
\[
\|V(\xi)\| \leq \frac{C}{(1 + |\xi|)^M}, \quad |\vec{G}_0(x, y)| \leq \frac{C}{(1 + |x|)^M}
\]
for some \( M > 1 \) (if \( N \) is large enough); a similar bound holds for the appropriate derivatives. We can now proceed as before, with only minor modifications, to extend the proof of Theorem 8.1. We thus establish the existence of a unique regular solution to Problem (C), with the exponential decay replaced by appropriate polynomial decay as \( |x| \to \infty \).

**Remark 8.4.** Theorem 8.1 can probably be extended to the Navier-Stokes equation; cf. Remark 9.5 in [4]. The main change occurs in the linearized problem (2.7)-(2.10) of [4], where the term \(-\lambda U \psi_{xy}\) now appears on the left-hand side of (2.10). This will require a new analysis of the eigenvalue problem.
Remark 8.5. The results of this paper can be extended to coating flow which separates from \{y = 1\}, say at a point \((a, 0)\). That means that the linearized problem has two free boundaries:

\[ y = f_{01}(x), \quad -\infty < x < 0 \quad \text{with} \quad f_{02}(0) = 0 \]

and

\[ y = f_{02}(x), \quad a < x < \infty \quad \text{with} \quad f_{02}(a) = 1. \]

Here we assume that \(\zeta(x) \equiv 0\) if \(x \geq a - \delta\) for some \(\delta > 0\).

Remark 8.6. All the results of the paper extend to the case \(U < 0\); in this case \(-\frac{1}{2} < \rho < 0\).


Lemma 9.1. If \(\psi\) satisfies (5.1)–(5.4) with \(k_1 \in H^{1/2}(-\infty, 0), \ k_2 \in H^{-1/2}(-\infty, 0)\), and if the supports of \(k_1, k_2\) are bounded, then

\[
\int_{\mathbb{R}^2 \cap \{|X| < M\}} |\nabla^2 \psi|^2 < \infty \quad \forall \ M > 0.
\]

Proof. By Theorem 4.3 of [4]

\[
(9.2) \quad \psi_x(x, 0) = h_1(x), \quad \psi_y(x, 0) = h_2(x) \quad \text{for} \quad x < 0,
\]

where

\[
(9.3) \quad h_2(x) = \int_x^0 \frac{\sqrt{-\eta}}{2\pi} d\eta \int_{-\infty}^0 \frac{k_1(\xi)}{\sqrt{-\xi(\eta - \xi)}} d\xi,
\]

\[
(9.4) \quad h_1(x) = \frac{1}{1 + 9\lambda^2} \int_x^0 d\eta \int_{-\infty}^\eta k_2(q) dq - \frac{3\lambda}{(1 + 9\lambda^2)\pi} \int_x^0 d\eta \int_{-\infty}^\eta (-q)^{-\rho} dq \int_{-\infty}^0 \frac{(-\xi)^\rho}{q - \xi} k_2(\xi) d\xi.
\]

We shall prove that if we extend the \(h_j(x)\) by 0 to \(x > 0\) then, for any \(M > 0\),

\[
(9.5) \quad \|h_j\|_{H^{1-\xi}_{loc}(-M, M)} \leq C, \quad C = C(M) \quad (j = 1, 2)
\]
where \( \delta \) is any positive number (\( C(M) \) depends on \( \delta \)). To prove (9.5) we may assume that
the \( k_j \) are in \( C_0^\infty(-\infty,0) \), since \( \mathcal{D}(-\infty,0) \) is dense in \( H^s \) for any \( s \leq \frac{1}{2} \) (see Th. 11.1, p. 60 in [6]).

Let \( g(x) \) be a \( C_0^\infty(-2,1) \) function such that \( g(x) = 1 \) if \(-1 \leq x \leq 0\) and set

\[
Q(x) = \frac{g(x)}{\sqrt{-x}}, \quad -\infty < x < 0.
\]

In the Fourier transform of \( Q \),

\[
\hat{Q}(k) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{0} \frac{g(\xi)}{\sqrt{-\xi}} e^{-i\xi k} d\xi,
\]

we substitute \( \xi = u/k \) and easily find that

\[
|\hat{Q}(k)| \leq \frac{C}{\sqrt{|k|}}.
\]

Extending \( k_1(x) \) by zero to \( x > 0 \) we then have

\[
|\hat{k_1}Q| = |\hat{k_1} * \hat{Q}| \leq \int_{-\infty}^{\infty} |\hat{k_1}(v)| \frac{dv}{1 + |k - v|^{1/2}}.
\]

The extended function \( k_1 \) belongs to \( H^{\frac{1}{2} - \varepsilon}(-\infty,\infty) \) for any \( \varepsilon > 0 \) (see Theorem 11.4, p. 66 in [6]); therefore

\[
\int_{-\infty}^{\infty} |\hat{k_1}(v)|^2 (1 + |v|)^{1-2\varepsilon} dv < \infty.
\]

It follows that

\[
\int_{-\infty}^{\infty} (1 + |k|)^{-\delta} |\hat{k_1}Q(k)|^2 dk \leq C||k_1||_{H^{\frac{1}{2} - \varepsilon}({\mathbb{R}})}
\]

\[
\times \int_{-\infty}^{\infty} \frac{dk}{(1 + |k|)^{\delta}} \int_{-\infty}^{\infty} \frac{dv}{(1 + |v|)^{1-2\varepsilon}(1 + |k - v|)}.
\]

Substituting \( v = kx \) and splitting the inner integral according to \( |1 - x| \geq \frac{1}{k} \), we get the bound

\[
C||k_1||_{H^{\frac{1}{2} - \varepsilon}({\mathbb{R}})} \int_{-\infty}^{\infty} \frac{dk}{(1 + |k|)^{\delta}} \frac{|\log(|k|)|}{|k|^{1-2\varepsilon}}.
\]
Hence

\[(9.6) \quad \| k_1 Q \|_{H^{-\delta}(\mathbb{R})} \leq C \]

and the same holds for \( k_1(\xi)/\sqrt{-\xi} \). The Hilbert transform

\[ \int_{-\infty}^{0} \frac{k_1(\xi)}{\sqrt{-\xi}} \frac{1}{(\eta - \xi)} \]

maps \( H^{-\delta} \) into \( H^{-\delta} \), and multiplication by \( \sqrt{-\eta} \) maps \( H^{\delta}_{\text{loc}} \) into \( H^{\delta}_{\text{loc}} \). Finally, the integral\( \int_{z}^{0} \) takes \( H^{\delta}_{\text{loc}} \) into \( H^{1-\delta}_{\text{loc}} \). Therefore, from (9.3) we conclude that (9.5) is satisfied for \( j = 2 \).

The proof of (9.5) for \( j = 1 \) is similar. Indeed, the first term on the right-hand side of (9.4) is estimated precisely as before. As for the second term, the inner integral is the Hilbert transform of \( (-\xi)^{\rho} k_2 \), which belongs to \( H^{-1/2}(-\infty, 0) \) (since \( k_2 \) belongs to \( H^{-1/2}(-\infty, 0) \) and has bounded support). Hence this inner integral is in \( H^{-1/2}(-\infty, 0) \).

Since \( 0 < \rho < \frac{1}{2} \), multiplication by \( (-q)^{-\rho} \) maps the inner integral into \( H^{1-\delta}_{\text{loc}} \). (Here we use the same argument as in the proof of (9.6)). Finally the two integrations in the last term of (9.4) give a function in \( H^{1-\delta}_{\text{loc}} \). This concludes the proof of (9.5) for \( j = 1 \).

We now apply elliptic regularity [5; p. 47] to \( \psi \), using the boundary conditions (5.2) and (9.2). We obtain

\[(9.7) \quad \| \nabla^2 \psi \|_{H^{\frac{3}{2} - \delta}(\mathbb{R}^2_{+} \cap \{ ||x|| < M \})} \leq C, \]

and this of course implies (9.1).

To complete the proof of (5.45) we use (5.41): \( \bar{g}_2 \in H^2(\mathbb{R}^2_{+}) \) by interior elliptic estimates in \( H^s \) spaces with \( s \) real and negative, and \( \hat{g}_3, \hat{h}_3 \) belong to \( H^2(\mathbb{R}^2_{+}) \) by Lemma 9.1.

The above proof shows that, actually, \( \bar{\psi} \in H^{\frac{3}{2} - \delta}(\mathbb{R}^2_{+}) \) for any \( \delta > 0 \).
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