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ABSTRACT

It is well-known that if an irreducible Markov chain has a subdominant eigenvalue which is close to 1, then the chain is ill-conditioned. However, the converse of this statement has heretofore been unresolved. The purpose of this article is to address the following question—if the subdominant eigenvalues of an irreducible chain are well-separated from 1, can we be sure that the chain is well-conditioned? In other words, do the subdominant eigenvalues somehow provide complete information about the sensitivity of the stationary probabilities—or do we really need to include singular values in the discussion?
SENSITIVITY OF MARKOV CHAINS

Carl D. Meyer†

1. INTRODUCTION

The problem under consideration is that of analyzing the effects of small perturbations to the transition probabilities of a finite, irreducible, homogeneous Markov chain. More precisely, if $P_{n \times n}$ is the transition probability matrix for such a chain, and if $\pi^T = (\pi_1, \pi_2, \ldots, \pi_n)$ is the stationary distribution vector satisfying $\pi^T P = \pi^T$ and $\sum_{i=1}^{n} \pi_i = 1$, the goal is to describe the effect on $\pi^T$ when $P$ is perturbed by a matrix $E$ such that $\tilde{P} = P + E$ is the transition probability matrix of another irreducible Markov chain.

Schweitzer (1968) provided the first perturbation analysis in terms of Kemeny & Snell’s (1960) “fundamental matrix” $Z = (A + e\pi^T)^{-1}$ in which $A = I - P$ and $e$ is a column of 1’s. If $A^#$ denotes the group inverse of $A$ [see Meyer (1975) or Campbell & Meyer (1991)], then

$$Z = (A + e\pi^T)^{-1} = A^# + e\pi^T.$$ 

But in virtually all applications involving $Z$, the term $e\pi^T$ is redundant—i.e., all relevant information is contained in $A^#$. In particular, if $\tilde{\pi}^T = (\tilde{\pi}_1, \tilde{\pi}_2, \ldots, \tilde{\pi}_n)$ is the stationary distribution for $\tilde{P} = P + E$, then

$$\tilde{\pi}^T = \pi (I + EA^#)^{-1}$$  \hspace{1cm} (1.1)

and

$$\|\pi^T - \tilde{\pi}^T\| \leq \|E\| \|A^#\|$$  \hspace{1cm} (1.2)
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in which \( \| \cdot \| \) can be either the 1-, 2-, or \( \infty \)-norm. If the \( j \)'th column and the \((i,j)\)-entry of \( A^\# \)

are denoted by \( A^\#_{ij} \) and \( a^\#_{ij} \), respectively, then

\[
|\pi_j - \bar{\pi}_j| \leq \|E\| \|A^\#_{ij}\| \tag{1.3}
\]

and

\[
\max_j |\pi_j - \bar{\pi}_j| \leq \|E\|_\infty \max_{i,j} |a^\#_{ij}|. \tag{1.4}
\]

There are chains for which equality in (1.4) is realized—e.g., consider

\[
P = \begin{pmatrix} 1/2 & 1/2 \\ 1/2 & 1/2 \end{pmatrix} \quad \text{with} \quad E = \begin{pmatrix} \epsilon & -\epsilon \\ \epsilon & -\epsilon \end{pmatrix}.
\]

Moreover, if the transition probabilities are analytic functions of a parameter \( t \) so that \( P = P(t) \), then

\[
\frac{d\pi}{dt} = \pi \frac{dP}{dt} A^\# \quad \text{and} \quad \frac{d\pi_j}{dt} = \pi \frac{dP}{dt} A^\#_{ij}. \tag{1.5}
\]

The results (1.1) and (1.2) are due to Meyer (1980), and (1.3) appears in Golub & Meyer (1986). The inequality (1.4) was given by Funderlic & Meyer (1986), and the formulas (1.5) are derived in Golub & Meyer (1986) and Meyer & Stewart (1988).

These facts make it absolutely clear that the entries in \( A^\# \) determine the extent to which \( \pi^T \)

is sensitive to small changes in \( P \), so, on the basis of (1.4), it is natural to adopt the following definition.

**Definition 1.1.** [Funderlic & Meyer (1986)] The **condition** of a Markov chain with a transition matrix \( P \) is measured by the size of its **condition number** which is defined to be

\[
\kappa = \max_{i,j} |a^\#_{ij}|
\]

where \( a^\#_{ij} \) is the \((i,j)\)-entry in the group inverse \( A^\# \) of \( A = I - P \). It is an elementary fact that \( \kappa \) is invariant under permutations of the states of the chain.
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It has been known for some time, and it is easy to prove (see the proof of Theorem 2.1), that if there exists a subdominant eigenvalue of \( P \) which is close to 1, then \( \kappa \) must be large and the chain exhibits sensitivities. However, the converse of this statement has heretofore been unresolved, and our purpose is to focus on this issue. More precisely, we address the following question.

*If the subdominant eigenvalues of an irreducible Markov chain are well-separated from 1, can we be sure that the chain is well-conditioned? In other words, do the subdominant eigenvalues of \( P \) (or equivalently, the nonzero eigenvalues of \( A \)) somehow provide complete information about the sensitivity of the chain—or do we really need to know something about the singular values of \( A \)?*

The conjecture that \( \max_{i,j} |a_{ij}^\#| \) is somehow controlled by the nonzero eigenvalues of \( A \) is contrary to what is generally true—a standard example is the triangular matrix

\[
T_{n \times n} = \begin{pmatrix}
1 & -2 & 0 & \cdots & 0 & 0 \\
0 & 1 & -2 & \cdots & 0 & 0 \\
0 & 0 & 1 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -2 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{pmatrix}
\text{ with } T^{-1} = \begin{pmatrix}
1 & 2 & 4 & \cdots & 2^{n-2} & 2^{n-1} \\
0 & 1 & 2 & \cdots & 2^{n-3} & 2^{n-2} \\
0 & 0 & 1 & \ddots & 2^{n-4} & 2^{n-3} \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 2 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{pmatrix}
\]

(1.6)

for which \( \max_{i,j} |T^{-1}|_{ij} \) is immense for even moderate values of \( n \), but the eigenvalues of \( T \) provide no clue whatsoever that this occurs. The fact that the eigenvalues are repeated or that \( T \) is nonsingular is irrelevant—consider a small perturbation of \( T \) or the matrices

\[ \tilde{T} = \begin{pmatrix} 0 & 0 \\ 0 & T \end{pmatrix} \text{ and } \tilde{T}^\# = \begin{pmatrix} 0 & 0 \\ 0 & T^{-1} \end{pmatrix}. \]

We will prove that, unlike the situation illustrated above, irreducible stochastic matrices \( P \) possess enough structure to guarantee that growth of the entries in \( A^\# \) is controlled by the nonzero eigenvalues of \( A = I - P \). As a consequence, it will follow that the sensitivity of an irreducible Markov chain is governed by the location of its subdominant eigenvalues.

2. THE MAIN RESULT

In the sequel, it is convenient to adopt the following terminology and notation.
DEFINITION 2.1. For an irreducible Markov chain whose eigenvalues are \( \{1, \lambda_2, \lambda_3, \ldots, \lambda_n\} \), the character of the chain is defined to be the (necessarily real) number

\[
\chi = (1 - \lambda_2)(1 - \lambda_3) \cdots (1 - \lambda_n).
\]

It will follow from later developments that

\[
0 < \chi < n. \tag{2.1}
\]

A chain is said to be of “weak character” when \( \chi \) is close to 0, and the chain is said to have a “strong character” when \( \chi \) is significantly larger than 0.

If \( P = T^{-1} \begin{pmatrix} 1 & 0 \\ 0 & C \end{pmatrix} T \) where the spectral radius of \( C \) is less than 1, then

\[
A = T^{-1} \begin{pmatrix} 0 & 0 \\ 0 & I - C \end{pmatrix} T \quad \text{and} \quad A^# = T^{-1} \begin{pmatrix} 0 & 0 \\ 0 & (I - C)^{-1} \end{pmatrix} T,
\]

so \( \chi = \det (I - C) \) and \( \chi^{-1} = \det (I - C)^{-1} \). In other words, \( \chi \) and \( \chi^{-1} \) are the respective determinants of the nonsingular parts of \( A \) and \( A^# \) in the sense that

\[
\chi = A/\mathbb{R}(A) \quad \text{and} \quad \chi^{-1} = \det \left( A^#/\mathbb{R}(A) \right).
\]

It is also true that \( \chi^{-1} = \det (Z) \) where \( Z \) is Kemeny & Snell’s “fundamental matrix.”

The main result of this paper is the following theorem which establishes the connection between the condition of an irreducible chain and its character.

THEOREM 2.1. For an irreducible stochastic matrix \( P_{n \times n} \), let \( A = I - P \), and let \( \delta_{ij}(A) \) denote the deleted product of diagonal entries

\[
\delta_{ij}(A) = \prod_{k \neq i,j} a_{kk} = \prod_{k \neq i,j} (1 - p_{kk}).
\]

If \( \delta = \max_{i,j} \delta_{ij}(A) \) (the product of all but the two smallest diagonal entries), then the condition number \( \kappa \) is bounded by

\[
\frac{1}{n \min_{i \neq 1} |1 - \lambda_i|} \leq \kappa < \frac{2\delta(n - 1)}{\chi} \leq \frac{2(n - 1)}{\chi}. \tag{2.2}
\]
The proof of this theorem depends on exploiting the rich structure of \( A \), some of which is apparent, and some of which requires illumination. Before giving a formal argument, it is necessary to detail the various components of this structure, so the important facets are first laid out in §3 as a sequence of lemmas. After the necessary framework is in place, it will be a simple matter to connect the lemmas together in order to construct a proof—this is contained in §4.

By combining Theorem 2.1 with (1.4) and the other facts listed in §1, we arrive at the following conclusion.

**THEOREM 2.2.** The condition of an irreducible Markov chain is primarily governed by how close the subdominant eigenvalues of the chain are to 1. More precisely, if an irreducible chain is well-conditioned, then all subdominant eigenvalues must be well-separated from 1, and if all subdominant eigenvalues are well-separated from 1 in the sense that the chain has a strong character, then it must be well-conditioned.

It is a corollary of Theorem 2.1 that if \( \max_{\lambda_i \neq 1} |\lambda_i| << 1 \), then the chain is not overly sensitive, but it is important to underscore the point that the issue of sensitivity is not equivalent to the question of how close \( \max_{\lambda_i \neq 1} |\lambda_i| \) is to 1. Knowing that some \( |\lambda_i| \approx 1 \) is not sufficient to guarantee that the chain is sensitive—e.g., consider the well-conditioned periodic chain (or any small perturbation thereof) for which

\[
P = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \quad \text{and} \quad A^\# = \frac{1}{3} \begin{pmatrix} 1 & -1 & 0 \\ 0 & 1 & -1 \\ -1 & 0 & 1 \end{pmatrix}.
\]

### 3. THE UNDERLYING STRUCTURE

The purpose of this section is to organize relevant properties of \( A = I - P \) into a sequence of lemmas from which the formal proof of Theorem 2.1 can be constructed. Some of the more transparent or well-known features of \( A \) are stated in the first lemma.
**Lemma 3.1.** If $A = I - P$ where $P_{n \times n}$ is an irreducible stochastic matrix, then the following facts are either self-evident, or they are direct consequences of well known results found in Berman & Plemmons (1979) or Horn & Johnson (1991).

(3.1) $A$ as well as each principal submatrix of $A$ has strictly positive diagonal entries, and the off-diagonal entries are non-positive.

(3.2) $A$ is a singular M-matrix of rank $n - 1$.

(3.3) If $B_{k \times k}$ $(k < n)$ is a principal submatrix of $A$, then each of the following statements is true.

(a) $B$ is a nonsingular M-matrix.

(b) $B^{-1} \geq 0$.

(c) $\det(B) > 0$.

(d) $B$ is diagonally dominant.

(e) $\det(B) \leq b_{11}b_{22}\cdots b_{kk} \leq 1$.

Some of the less transparent structure of $A$ is illuminated in the following sequence of lemmas.

**Lemma 3.2.** If $P_{n \times n}$ is an irreducible stochastic matrix and if $A_i$ denotes the principal submatrix of $A = I - P$ obtained by deleting the $i^{th}$ row and column from $A$, then

$$\chi = \sum_{i=1}^{n} \det(A_i).$$

**Proof.** Suppose that the eigenvalues of $A$ are denoted by $\{\mu_1, \mu_2, \cdots, \mu_n\}$, and write characteristic equation for $A$ as

$$x^n + \alpha_{n-1}x^{n-1} + \cdots + \alpha_1x + \alpha_0 = 0.$$ 

Each coefficient $\alpha_{n-k}$ is given by $(-1)^{k}$ times the sum of the product of the eigenvalues of $A$ taken $k$ at a time. That is,

$$\alpha_{n-k} = (-1)^{k} \sum_{1 \leq i_1 < \cdots < i_k \leq n} \mu_{i_1}\mu_{i_2}\cdots\mu_{i_k}. \quad (3.4)$$
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But it is also a standard result from elementary matrix theory that each coefficient \( \alpha_{n-k} \) can be described as

\[
\alpha_{n-k} = (-1)^k \sum_{(all \; k \times k \; principal \; minors \; of \; A)}.
\]

Since 0 is a simple eigenvalue for \( A \), there is only one nonzero term in the sum (3.4) when \( k = n-1 \), and hence

\[
\alpha_1 = (-1)^{n-1}\mu_2\mu_3\cdots\mu_n = (-1)^{n-1}(1-\lambda_2)(1-\lambda_3)\cdots(1-\lambda_n) = (-1)^{n-1}\sum_{i=1}^{n} \text{det}(A_i).
\]

Therefore, \( \sum_{i=1}^{n} \text{det}(A_i) = \prod_{k=2}^{n}(1-\lambda_k) = \chi. \]

**Lemma 3.3.** If \( A_i \) denotes the principal submatrix of \( A = I - P \) obtained by deleting the \( i \)th row and column from \( A \), and if \( \pi_i \) is the \( i \)th stationary probability, then the character of the chain is given by

\[
\chi = \frac{\text{det}(A_i)}{\pi_i}.
\]

**Proof.** This result follows directly from Lemma 3.2 and the fact that the stationary distribution \( \pi^T \) is given by the formula

\[
\pi^T = \frac{1}{\sum_{i=1}^{n} \text{det}(A_i)} (\text{det}(A_1), \text{det}(A_2), \ldots, \text{det}(A_n))
\]
[see Golub & Meyer (1986) or Iosifescu (1980), pg. 123].

The mean return time for the \( k \)th state is \( R_k = 1/\pi_k \) [see Kemeny & Snell (1960)], and, since not all of the \( \pi_k \)'s can be less than \( 1/n \), there must exist a state such that \( R_k \leq n \). By combining this with (3.3)–(c) and (3.3)–(e), an interesting corollary—which proves (2.1)—is produced.

**Corollary 3.1.** If \( R_k \) denotes the mean return time for the \( k \)th state then

\[
0 < \text{det}(A_i) < \chi \leq \min_k R_k \leq n
\]

for each \( i = 1, 2, \ldots, n \).
LEMMA 3.4. If $A = I - P$ where $P_{n \times n}$ is an irreducible stochastic matrix, and if $B_{k \times k}$ ($k < n$) is a principal submatrix of $A$, then the largest entry in each column of $B^{-1}$ is the diagonal entry. That is, for $j = 1, 2, \ldots, k$, it must be the case that $[B^{-1}]_{jj} \geq [B^{-1}]_{ij}$ for each $i \neq j$.

Proof. Without loss of generality, we may assume that $B$ is the leading $k \times k$ principal submatrix of $A$. Rearrange the states so that the $j^{th}$ state is listed first and the $i^{th}$ state is listed second, and prove that $[B^{-1}]_{11} \geq [B^{-1}]_{21}$. Because

$$[B^{-1}]_{11} = \frac{\det(B_{11})}{\det(B)} \quad \text{and} \quad [B^{-1}]_{21} = \frac{-\det(B_{12})}{\det(B)}$$

where $B_{ij}$ denotes the submatrix of $B$ obtained by deleting the $i^{th}$ row and $j^{th}$ column from $B$, and because (3.3)-part (c) guarantees that $\det(B) > 0$, it suffices to prove that

$$\det(B_{11}) + \det(B_{12}) \geq 0.$$ 

Denote the first unit vector by $e_1^T = (1, 0, \ldots, 0)$, and let

$$b_1 = \begin{pmatrix} -p_{21} \\
-p_{31} \\
\vdots \\
-p_{k1} \end{pmatrix}, \quad b_2 = \begin{pmatrix} 1 - p_{22} \\
-p_{32} \\
\vdots \\
-p_{k2} \end{pmatrix}, \quad \cdots, \quad b_k = \begin{pmatrix} -p_{2k} \\
-p_{3k} \\
\vdots \\
1 - p_{kk} \end{pmatrix}$$

so that

$$B = \begin{pmatrix} 1 - p_{11} & -p_{12} & \cdots & -p_{1k} \\
-p_{21} & 1 - p_{22} & \cdots & -p_{2k} \\
\vdots & \vdots & \ddots & \vdots \\
-p_{k1} & -p_{k2} & \cdots & 1 - p_{kk} \end{pmatrix} \begin{pmatrix} 1 - p_{11} & -p_{12} & \cdots & -p_{1k} \\
b_1 & b_2 & \cdots & b_k \end{pmatrix}. \quad (3.5)$$

In terms of these quantities, $\det(B_{11}) + \det(B_{12})$ is given by

$$\det(B_{11}) + \det(B_{12}) = \det(b_2 | b_3 | \cdots | b_k) + \det(b_1 | b_3 | \cdots | b_k)$$

$$= \det(b_2 + b_1 | b_3 | \cdots | b_k)$$

$$= \det(B_{11} + b_1 e_1^T)$$

$$= \det(B_{11}) \det(I + B_{11}^{-1} b_1 e_1^T)$$

$$= \det(B_{11}) (1 + e_1^T B_{11}^{-1} b_1).$$
Part (c) of (3.3) also insures that \( \det(B_{11}) > 0 \), so the proof can be completed by arguing that 
\[ 1 + e_1^T B_{11}^{-1} b_1 \geq 0. \]
To do so, modify the chain by making state 1 as well as states \( k+1, k+2, \ldots, n \) absorbing states so that the transition matrix has the form

\[
\hat{P} = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
p_{21} & p_{22} & p_{23} & \cdots & p_{2k} & p_{2,k+1} & \cdots & p_{2n} \\
p_{31} & p_{32} & p_{33} & \cdots & p_{3k} & p_{3,k+1} & \cdots & p_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & & \vdots \\
p_{k1} & p_{k2} & p_{k3} & \cdots & p_{kk} & p_{k,k+1} & \cdots & p_{kn} \\
0 & 0 & 0 & \cdots & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 1
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
-b_1 & Q & R \\
0 & 0 & I_{n-k}
\end{pmatrix}.
\]

It follows from the elementary theory of absorbing chains given by Kemeny & Snell (1960) that the entries in the matrix

\[
(I - Q)^{-1}(-b_1 | R) = B_{11}^{-1}(-b_1 | R)
\]
represent the various absorption probabilities, and consequently all entries in \( -B_{11}^{-1}b_1 \) are between 0 and 1 so that

\[ 0 \leq 1 + e_1^T B_{11}^{-1} b_1 \leq 1. \]

**Lemma 3.5.** If \( A = I - P \) where \( P_{n \times n} \) is an irreducible stochastic matrix, and if \( B_{k \times k} \) \((k < n)\) is a principal submatrix of \( A \), then

\[ 0 < \det(B) \leq \frac{\max_i \delta_i(B)}{\max_{i,j} [B^{-1}]_{ij}} \leq \frac{1}{\max_{i,j} [B^{-1}]_{ij}} \]

where \( \delta_r(B) \) denotes the deleted product \( \delta_r(B) = b_{11}b_{22}\cdots b_{kk}/b_{rr} \).

**Proof.** Lemma 3.4 insures that there is some diagonal entry \( [B^{-1}]_{rr} \) of \( B^{-1} \) such that

\[ [B^{-1}]_{rr} = \max_{i,j} [B^{-1}]_{ij}. \]  

(3.6)

If \( B_{rr} \) is the principal submatrix of \( B \) obtained by deleting the \( r^{th} \) row and column from \( B \), then (3.3)–part (e) together with (3.6) produces

\[ \det(B) = \frac{\det(B_{rr})}{[B^{-1}]_{rr}} \leq \frac{\delta_r(B)}{[B^{-1}]_{rr}} = \frac{\delta_r(B)}{\max_{i,j} [B^{-1}]_{ij}} \leq \frac{\max_i \delta_i(B)}{\max_{i,j} [B^{-1}]_{ij}} \leq \frac{1}{\max_{i,j} [B^{-1}]_{ij}}. \]
LEMMA 3.6. For an irreducible stochastic matrix \( P_{n \times n} \), let \( A_j \) be the principal submatrix of \( A = I - P \) obtained by deleting the \( j^{th} \) row and column from \( A \), and let \( Q \) be the permutation matrix such that

\[
Q^T A Q = \begin{pmatrix} A_j & c_j \\ d_j^T & a_{jj} \end{pmatrix}.
\]

If the stationary distribution for \( Q^T P Q \) is written as \( \psi^T = \pi^T Q = (\pi_j, \pi) \), then the group inverse of \( A \) is given by

\[
A^# = Q \begin{pmatrix} (I - e\pi^T)A_j^{-1}(I - e\pi^T) & -\pi_j(I - e\pi^T)A_j^{-1}e \\ -\pi^T A_j^{-1}(I - e\pi^T) & \pi_j \pi^T A_j^{-1}e \end{pmatrix} Q^T
\]

where \( e \) is a column of 1's whose size is determined by the context in which it appears.

Proof. The group inverse possesses the property that \( (T^{-1}AT)^# = T^{-1}A^#T \) for all nonsingular matrices \( T \) [see Campbell & Meyer (1991)], so

\[
A^# = Q \begin{pmatrix} A_j & c_j \\ d_j^T & a_{jj} \end{pmatrix}^# Q^T.
\]

Since \( \text{rank}(Q^T A Q) = n - 1 \), it follows that \( a_{jj} - d_j^T A_j^{-1} c_j = 0 \), and this is used to verify that

\[
\begin{pmatrix} A_j & c_j \\ d_j^T & a_{jj} \end{pmatrix}^# = (I - e\psi^T) \begin{pmatrix} A_j^{-1} & 0 \\ 0 & 0 \end{pmatrix} (I - e\psi^T)
\]

\[
= \begin{pmatrix} (I - e\pi^T)A_j^{-1}(I - e\pi^T) & -\pi_j(I - e\pi^T)A_j^{-1}e \\ -\pi^T A_j^{-1}(I - e\pi^T) & \pi_j \pi^T A_j^{-1}e \end{pmatrix}.
\]

4. PROOF OF THEOREM 2.1

The preceding sequence of lemmas are now connected together to construct a proof of the main result stated in Theorem 2.1.

The Upper Bound. To derive the inequalities

\[
\max_{i,j} |a_{ij}^#| < \frac{2\delta(n - 1)}{\chi} \leq \frac{2(n - 1)}{\chi},
\]

(4.1)
begin by letting $Q$ be the permutation matrix given in Lemma 3.6 so that for $i \neq j$, the $(i,j)$–entry of $A^\#$ is the $(k,n)$–entry of $Q^T A^\# Q$ where $k \neq n$. In succession, use the formula of Lemma 3.6 and Hölder's inequality followed by the results of Lemma 3.5 and Lemma 3.3 to write

$$|a^\#_{ij}| = \pi_j |e_k^T (I - e\pi^T) A_j^{-1} e| \leq \pi_j \| e_k - \bar{\pi} \|_1 \| A_j^{-1} e \|_\infty$$

$$< 2\pi_j \| A_j^{-1} \|_\infty \leq 2\pi_j (n-1) \max_{r,s} [A^{-1}_j]_{rs}$$

$$\leq \frac{2\pi_j (n-1) \max_r \delta(A)}{\text{det}(A_j)} \leq \frac{2\pi_j (n-1) \delta}{\text{det}(A_j)}$$

$$= \frac{\delta(n-1)}{\chi} \leq \frac{(n-1)}{\chi},$$

Now consider the diagonal elements. The $(j,j)$–entry of $A^\#$ is the $(n,n)$–entry of $Q^T A^\# Q$, so proceeding in a manner similar to that above produces

$$|a^\#_{jj}| = \pi_j |\pi^T A_j^{-1} e| \leq \pi_j \| \pi \|_1 \| A_j^{-1} e \|_\infty$$

$$< \pi_j \| A_j^{-1} \|_\infty \leq \pi_j (n-1) \max_{r,s} [A^{-1}_j]_{rs}$$

$$\leq \frac{\pi_j (n-1) \max_r \delta(A)}{\text{det}(A_j)} \leq \frac{\pi_j (n-1) \delta}{\text{det}(A_j)}$$

$$= \frac{\delta(n-1)}{\chi} \leq \frac{(n-1)}{\chi},$$

thus proving (4.1).

**The Lower Bound.** To establish that

$$\frac{1}{n \min_{\lambda \neq 1} |1-\lambda|} \leq \max_{i,j} |a^\#_{ij}|, \quad (4.2)$$

make use of the fact that if $Ax = \mu x$ for $\mu \neq 0$, then $A^\# x = \mu^{-1} x$ [see Meyer & Campbell [1991, pg. 129]]. In particular, if $\lambda \neq 1$ is an eigenvalue of $P$, and if $x$ is a corresponding eigenvector, then $Ax = (1-\lambda)x$ implies that $A^\# x = (1-\lambda)^{-1} x$, and thus

$$\frac{1}{1-\lambda} \leq \| A^\# \|_\infty \leq n \max_{i,j} |a^\#_{ij}|. \quad \blacksquare$$
5. USING AN LU FACTORIZATION

Except for chains which are too large to fit into a computer's main memory, the stationary distribution $\pi^T$ is generally computed by direct methods—i.e., either an LU or QR factorization of $A = I - P$ (or $A^T$) is computed [Harrod & Plemmons (1984), Grassmann et al. (1985), Funderlic & Meyer (1986), Golub & Meyer (1986), or Barlow (1991)]. Even for very large chains which are nearly uncoupled, direct methods are usually involved—they can be the basis of the main algorithm [Stewart & Zhang (1991)], or they can be used to solve the aggregated and coupling chains in iterative aggregation/disaggregation algorithms [Chatelin & Miranker (1982) or Haviv (1987)]. In the conclusion of their paper, Golub & Meyer (1986) make the following observation.

*Computational experience suggests that when a triangular factorization of $A_{n \times n}$ is used to solve an irreducible chain, then the condition of the chain seems to be a function of the size of the nonzero pivots, and this means that it should be possible to estimate $\kappa$ with little or no extra cost beyond that incurred in computing $\pi^T$. For large chains, this can be a significant savings over the $O(n^2)$ operations demanded by traditional condition estimators.*

Of course, this is contrary to situation which exists for general nonsingular matrices because the absence of small pivots (or the existence of a large determinant) is not a guarantee of a well-conditioned matrix—consider the matrix in (1.6). A mathematical formulation and proof (or even an intuitive explanation) of Golub & Meyer's observation has heretofore not been given, but the results of §2 and §3 now make it possible to give a more precise statement and a rigorous proof of the Golub-Meyer observation. The arguments hinge on the fact that whenever $\pi^T$ is computed by means of a triangular factorization of $A$ (or $A^T$), the character of the chain is always an immediate by-product. The results for an LU factorization are given below, and the analogous theory for a QR factorization is given in the next section.

Suppose that the LU factorization of $A = I - P$ is computed to be

$$ A = LU = \begin{pmatrix} L_n & 0 \\ r^T & 1 \end{pmatrix} \begin{pmatrix} U_n & c \\ 0 & 0 \end{pmatrix}. $$

**Remark.** Regardless of whether $A$ or $A^T$ is used, gaussian elimination with finite-precision arithmetic can prematurely produce a zero pivot, and this can happen for well-conditioned chains. Consequently, practical implementation demands a strategy to deal with this situation. Funderlic
& Meyer (1986) and Stewart & Zhang (1991) discuss this problem along with possible remedies. Although practical algorithms may involve reordering schemes—such as diagonal pivoting—which introduce permutation matrices, such permutations are irrelevant in our discussion, and they are suppressed.

If $A_n$ is the principal submatrix of $A$ obtained by deleting the last row and column from $A$, then $A_n$ is a nonsingular $M$-matrix, and its LU factorization is $A_n = L_n U_n$. Since the LU factors of a nonsingular $M$-matrix are also nonsingular $M$-matrices [Berman & Plemmons (1979) or Horn & Johnson (1991)], it follows that $L_n$ and $U_n$ are nonsingular $M$-matrices, and hence $L_n^{-1} \geq 0$ and $U_n^{-1} \geq 0$. Consequently, $r^T \leq 0$, so the solution (obtained by a simple substitution process with no divisions) of the nonsingular triangular system

$$x^T L_n = -r^T$$

is nonnegative. This together with the result of Lemma 3.3 and Theorem 2.1 produces the following conclusion.

**Theorem 5.1.** For an irreducible Markov chain whose transition matrix is $P$, let the LU factorization of $A = I - P$ be given by

$$A = LU = \begin{pmatrix} L_n & 0 \\ r^T & 1 \end{pmatrix} \begin{pmatrix} U_n & 0 \\ 0 & 0 \end{pmatrix}.$$

If $x^T$ is the solution of $x^T L_n = -r^T$, then:

- $\pi^T = \frac{1}{1 + \|x\|_1} (x^T, 1)$ is the stationary distribution of the chain.
- $\chi = \frac{\det(U_n)}{\pi_n} = (1 + \|x\|_1) \det(U_n)$ is the character of the chain.
- The condition number for the chain is bounded above by

$$\kappa \leq \frac{2\delta(n-1)\pi_n}{\det(U_n)} = \frac{2\delta(n-1)}{\det(U_n)} \leq \frac{2(n-1)}{(1 + \|x\|_1) \det(U_n)}.$$
The condition number for the chain is bounded below by
\[ \pi_n \sum_{i=1}^{n-1} \frac{\pi_i}{u_{ii}} = \frac{1}{(1 + \|x\|_1)^2} \sum_{i=1}^{n-1} \frac{x_i}{u_{ii}} \leq \kappa(A) \]
where \( u_{ii} \) denotes the \( i^{th} \) pivot in \( U_n \).

Proof. The first three points are straightforward consequences of the previous discussion. To establish the lower bound for \( \kappa \), first recall from Lemma 3.6 that
\[ a_{nn}^\# = \pi_n \pi^T A_{n}^{-1} e = \pi_n \pi^T U_{n}^{-1} L_{n}^{-1} e > 0. \]
Since \( U_{n}^{-1} \geq 0 \) and \( L_{n}^{-1} \geq 0 \), it follows that \( \pi^T U_{n}^{-1} \) and \( L_{n}^{-1} e \) can be written as
\[ \pi^T U_{n}^{-1} = \left( \frac{\pi_1}{u_{11}}, \frac{\pi_2}{u_{22}} + \alpha_2, \ldots, \frac{\pi_{n-1}}{u_{n-1,n-1}} + \alpha_{n-1} \right) \]
\[ L_{n}^{-1} e = (1, 1 + \beta_2, \ldots, 1 + \beta_{n-1})^T \]
where each \( \alpha_i \) and \( \beta_i \) is nonnegative, and consequently (setting \( \alpha_0 = \beta_0 = 0 \))
\[ \pi^T A_{n}^{-1} e = \pi^T U_{n}^{-1} L_{n}^{-1} e = \sum_{i=1}^{n-1} \frac{(\pi_i + \alpha_i)(1 + \beta_i)}{u_{ii}} \geq \sum_{i=1}^{n-1} \frac{\pi_i}{u_{ii}}. \]
Therefore,
\[ \kappa \geq a_{nn}^\# = \pi_n \pi^T U_{n}^{-1} L_{n}^{-1} e \geq \pi_n \sum_{i=1}^{n-1} \frac{\pi_i}{u_{ii}} = \frac{1}{(1 + \|x\|_1)^2} \sum_{i=1}^{n-1} \frac{x_i}{u_{ii}}. \]

As mentioned before, the pivots or the determinant need not be indicators of the condition of a general nonsingular matrix—in particular, the absence of small pivots (or the existence of a large determinant) is not a guarantee of a well-conditioned matrix. However, for our special matrices \( A = I - P \), the bounds in Theorem 5.1 allow the pivots to be used as condition estimators.

**Corollary 5.1.** For an irreducible Markov chain whose transition matrix is \( P \), suppose that the LU factorization of \( A = I - P \) and the stationary distribution \( \pi^T \) have been computed as described in Theorem 5.1.

- If the pivots \( u_{ii} \) are large relative to \( \pi_n \) in the sense that \( \pi_n/det(U_n) \) is not too small, then the chain must be well-conditioned.
- If there are pivots \( u_{ii} \) which are small relative to \( \pi_n \pi_i \) in the sense that \( \pi_n \sum_{i=1}^{n-1} \pi_i / u_{ii} \) is large, then the chain must be ill-conditioned.
6. USING A QR FACTORIZATION

The utility of orthogonal triangularization is well-documented in the vast literature on matrix computations, and the use of a QR factorization to solve and analyze Markov chains is discussed in the paper by Golub & Meyer (1986). The following theorem shows that the character of an irreducible chain can be directly obtained from the diagonal entries of $R$, and the last column of $Q$, and this will establish an upper bound using a QR factorization which is analogous to that in Theorem 5.1 for an LU factorization. A lower bound analogous to the one in Theorem 5.1 is not readily available.

**THEOREM 6.1.** For an irreducible Markov chain whose transition matrix is $P$, the QR factorization of $A = I - P$ is given by

$$
A = QR = \begin{pmatrix}
Q_n & c \\
0 & -R_n e
\end{pmatrix}
\begin{pmatrix}
R_n & -Q_n R_n e \\
d^T R_n & -d^T R_n e
\end{pmatrix}.
$$

If $q$ denotes the last column of $Q$, then:

- $\pi^T = \frac{q^T}{\sum_{i=1}^n q_{in}}$ is the stationary distribution of the chain. \hfill (6.1)
- $\chi(A) = \|q\|_1 \det(R_n)$ is the character of the chain. \hfill (6.2)
- The condition number for the chain is bounded above by

$$
\kappa(A) < \frac{2\delta(n - 1)}{\|q\|_1 \det(R_n)} \leq \frac{2(n - 1)}{\|q\|_1 \det R_n}. \hfill (6.3)
$$

**Proof.** The formula (6.1) for $\pi^T$ is derived in Golub & Meyer (1986). To prove (6.2), first recall the result of Lemma 3.3, and observe that

$$
\chi^2 = \left(\frac{\det A_n}{\pi_n}\right)^2 = \frac{(\det Q_n R_n)^2}{\pi_n^2} = \frac{(\det Q_n)^2 (\det R_n)^2}{q_{nn}^2/\|q\|_1^2}.
$$

Use the fact that $QQ^T = I$ implies $Q_n Q_n^T + cc^T = I$ to obtain

$$
(\det Q)^2 = \det(Q_n Q_n^T) = \det(I - cc^T) = 1 - c^T c = q_{nn}^2,
$$

and substitute this into the previous expression to obtain (6.2). The bound (6.3) is now a consequence of the result of Theorem 2.1. 
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7. CONCLUDING REMARKS

It has been argued that the sensitivity of an irreducible chain is primarily governed by how close the subdominant eigenvalues are to 1 in the sense that the condition number of the chain is bounded by

\[ \frac{1}{n \min_{\lambda_i \neq 1} |1 - \lambda_i|} \leq \kappa < \frac{2\delta(n - 1)}{\chi}. \] (7.1)

Although the upper bound explicitly involves \( n \), it is generally not the case that \( 2\delta(n - 1)/\chi \) grows in proportion to \( n \). Except in the special case when the diagonal entries of \( P \) are 0, the term \( \delta \) somewhat mitigates the presence of \( n \) because as \( n \) becomes larger, \( \delta \) becomes smaller.

Computational experience suggests that \( 2\delta(n - 1)/\chi \) is usually a rather conservative estimate of \( \kappa \), and although it is not always an upper bound for \( \kappa \), the term \( \delta/\chi \) by itself is often of the same order of magnitude as \( \kappa \). However, there exist pathological cases for which even \( \delta/\chi \) severely over estimates \( \kappa \). This seems to occur for chains which are not too badly conditioned and no single eigenvalue is extremely close to 1, but enough eigenvalues are within range of 1 to force \( \chi^{-1} \) to be too large. This suggests that for the purposes of bounding \( \kappa \) above, perhaps not all of the subdominant eigenvalues need to be taken into account.

When direct methods are used to solve an irreducible chain, standard condition estimators can be used to produce reliable estimates for \( \kappa \), but the cost of doing so is \( O(n^2) \) operations beyond the solution process. The results of Theorems 5.1 and 6.1 make it possible to estimate \( \kappa \) with the same computations which produce \( \pi^T \). Although the bounds for \( \kappa \) produced by Theorem 5.1 are sometimes rather loose, they are nevertheless virtually free. One must balance the cost of obtaining condition estimates against the information which one desires to obtain from these estimates.
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