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ABSTRACT. A vortex sheet model is used to study vortex ring formation at the edge of a circular tube. We determine properties of the vortex ring as a function of the generating piston motion and investigate the extent to which similarity theory for planar vortex sheet separation applies. We find that the ring diameter, core size and circulation are well predicted by the planar theory, even at large times when the ring has travelled significantly downstream. The axial ring translation is a superposition of an upstream component predicted by the theory and a downstream component which is linear in the piston stroke. The front of the fluid volume exiting the tube is also linear in the piston stroke and travels with 75% of the piston velocity.

I. INTRODUCTION

A typical experiment of vortex ring formation at a tube opening is shown in Fig. 1a. It consists of a circular tube immersed in fluid and a piston inside the tube which moves, ejecting fluid from the opening. This causes the boundary layer on the inner tube wall to separate at the edge as an axisymmetric shear layer. The separated layer rolls up and forms a vortex ring. One objective of vortex ring experiments has been to describe the ring properties as a function of the generating conditions (Shariff & Leonard\textsuperscript{1}). For the tube geometry, the relevant condition is the piston velocity. In this paper we use a numerical vortex sheet model to investigate the dependence of the ring trajectory, circulation, size and shape on piston velocities of the form $U_p(t) \sim t^m$.

Theoretical predictions based on similarity theory exist for the planar flow shown in Fig 1b. Here, flow past a semi-infinite flat plate causes the separation and roll-up of a planar shear layer. After an initial time-interval the viscous shear layer thickness is small relative to the length scales of the flow and the separated layer is well approximated by a vortex sheet. The vortex sheet separation and roll-up is known to be self-similar: for starting flows that satisfy a power law in time, the position of the spiral center, the spiral size and the shed circulation have known power law behaviour. Pullin\textsuperscript{2} discusses the similarity theory and computes the self-similar planar separation using a numerical method.

The similarity results are based on the form of the potential flow past the plate. Near the edge, the axisymmetric potential flow out of a tube is similar to the planar flow past the plate. It is therefore plausible to assume that at small times the axisymmetric separation in Fig. 1a is approximated by the planar separation in Fig. 1b. The planar similarity theory can then be used to predict the vortex ring trajectory, shape and circulation, for the case of power law piston velocity (Saffman\textsuperscript{3}, Pullin\textsuperscript{4}). However, there is a significant difference between the two flows. In the planar case, the self-similar spiral center travels along a straight line with negative horizontal velocity (dotted line in Fig. 1b). The vortex ring on the other hand has a downstream velocity component and travels along a curved trajectory with positive axial velocity (dotted curve in Fig. 1a). The position of the vortex significantly affects for example the circulation shedding rate at the edge. It is thus not clear a priori to what extent the planar similarity theory describes the axisymmetric ring formation process.

Nitsche & Krasny\textsuperscript{5} developed a vortex sheet model for vortex ring formation at the edge of a circular tube and simulated an experiment by Didden\textsuperscript{6}. Comparisons with the experimental measurements showed that the model accurately recovers the formation process. In this paper we apply the model to simulate the vortex ring formation for piston velocities $U_p \sim t^m$. We consider $m = 0, 1/2, 1, 2$. We investigate the flow and determine the extent to which it is described by the planar similarity theory.
II. SIMILARITY THEORY

Pullin\(^2\) derives the similarity laws governing vortex sheet separation and roll-up at the edge of a flat plate. The vortex sheet travels in an otherwise potential flow and Pullin considers flow which grows in time like \(t^m\). To leading order in an expansion near the edge of the plate, the velocity potential for attached flow is

\[
\phi(r, \theta) = -i \ a \ t^m r^{1/2} \sin(\theta/2) . \tag{1}
\]

Here, \((r, \theta)\) are polar coordinates centered at the edge and \(a\) is a dimensional constant. It follows from dimensional analysis that the center of the separated spiral vortex sheet, \(z_c = x_c + i \ y_c\), and the total shed circulation \(\Gamma\), satisfy

\[
z_c(t) = \omega(m) \left[ \frac{3a/4}{m+1} \right]^{2/3} t^{2/3(m+1)} , \quad \Gamma(t) = J(m) \left[ \frac{3a^4/4}{m+1} \right]^{1/3} t^{1/3(1+m)-1} . \tag{2}
\]

Here \(\omega, J\) are nondimensional constants. Pullin then computes the shape of the self-similar vortex sheet roll-up. Under the scaling laws (2), the governing equations reduce to an integro-differential equation independent of time. Pullin solves this equation by approximating the shed vortex sheet by a finite number of outer turns and representing the remaining inner spiral core as a point vortex. He records the solution for a range of values for \(m\). Krasny\(^7\) solves the time dependent problem using a planar vortex sheet model and finds good agreement with Pullin’s solution.

Pullin\(^4\) applies the planar similarity theory to axisymmetric flow out of a circular tube. For piston velocities

\[
U_p(t) = U_o t^m , \tag{3}
\]

the velocity potential near the tube opening has the same form, to leading order, as in the planar case (1). Using the dimensions of the constant \(a\) in (1) and a computed estimate for the magnitude of the potential, Pullin finds that \(a = U_o(D_o/2\pi)^{1/2}\), where \(D_o\) is the tube diameter. It is thus expected that the axisymmetric separation approximately satisfies (2) with this value of \(a\).

We now change to the nondimensional variables

\[
\hat{t} = \frac{U_o t}{D_o} , \quad \hat{\Gamma} = \frac{\Gamma}{U_o D_o} , \quad \hat{z}_c = \frac{z_c}{D_o} . \tag{4}
\]

Here \(U_o\) is the average velocity at time \(t\), \(U_o = \frac{1}{t} \int_0^t U_p(\xi) \ d\xi\), and \(\hat{t}\) equals the nondimensional piston stroke at time \(t\). With this change of variables and the given value of \(a\), (2) reduces to

\[
\hat{z}_c = C_{z_c} \hat{t}^{2/3} , \quad \hat{\Gamma} = C_{\Gamma} \hat{t}^{1/3} . \tag{5}
\]

where \(C_{z_c} = C_{x_c} + i \ C_{y_c} = \omega(m)(9/32\pi)^{1/3}\) and \(C_{\Gamma} = J(m)(1+m)(3/16\pi^2)^{1/3}\). Throughout the rest of this paper, all variables are nondimensionalized as in (4).

III. NUMERICAL METHOD AND SOLUTION

The vortex sheet model and its numerical implementation are discussed in detail in Nitsche & Krasny\(^5\) and will only be briefly described here. The tube wall and back are modelled by a bound vortex sheet whose strength is such that the flow is tangent to the wall and equals the piston velocity in the rear of the tube. The separated shear layer is modelled by a free vortex sheet. Both the bound and the free vortex sheet are discretized by circular vortex filaments. The vortex shedding is simulated by releasing a filament from the edge at each time-step, with velocity equal
to the average velocity at the edge and circulation given by Prandtl’s slip model for sharp edge separation\(^8\). The spiral roll-up of the free vortex sheet is resolved using the vortex blob method. Here, a smoothing parameter \(\delta\) is introduced into the governing equations. The computations are performed with \(\delta > 0\) and the vortex sheet is obtained from the limit \(\delta \to 0\).

Figures 2 and 3 show the solution computed for impulsively started piston motion, \(m = 0\). Each plot shows a section of the tube and a curve connecting the discrete shed vortex filaments. The coordinate system is centered as indicated in Fig. 1a. Figure 2 shows the solution computed with a fixed value of \(\delta\). As time increases, a spiral develops and the number of turns increases. To resolve the roll-up at small times, the flow is computed with smaller values of \(\delta\). As an example, Fig. 3 shows the solution at \(\hat{t} = 0.0002\) computed with a decreasing sequence of \(\delta\). We note that \(\delta\), which scales as a length, has also been nondimensionalized.

IV. COMPARISON WITH SIMILARITY THEORY

We investigate the behaviour of various quantities. Figure 4 shows the definition of the vortex center coordinates \(x_c, y_c\), the spiral half diameter \(d_s\), and the distance \(L\) travelled by a particle initially on the axis in the tube exit plane. The dashed curve denotes the position of a material curve initially across the opening. Together with the free vortex sheet (solid curve), the dashed curve therefore bounds the fluid initially inside the tube from the fluid initially outside the tube. \(\Gamma\) is the total circulation shed from the edge at time \(t\). Figures 5-7 describe the computed behaviour of these quantities, for impulsively started piston motion, \(m = 0\). The variables \(y_c, d_s, L\) and \(\Gamma\) are monotonically increasing in time and are treated first; the axial ring coordinate \(x_c\) is treated separately. We then discuss the shape of the sheet with varying \(m\).

A. Radial coordinate \(y_c\), spiral diameter \(d_s\), circulation \(\Gamma\) and distance \(L\)

Figure 5 shows log-log plots of the computed quantities \(\hat{y}_c, \hat{d}_s, \hat{\Gamma}\) and \(\hat{L}\), as functions of the piston stroke \(\hat{t}\). For each quantity, various curves are shown, corresponding to values of \(\delta \in [0.000002, 0.02]\). For each value of \(\delta\) the curve is not plotted at early times for which no spiral turns have yet formed. The curves converge to an “enveloping” curve, which appears linear for \(\hat{t} < 0.5\). Thus, the quantities obey a power law at these times,

\[
\hat{q} = C_q \hat{t}^{p_q}.
\]  

(6)

Each subplot also shows a line whose slope closely approximates the one of the enveloping curve. In the cases (a,b,c) the slope of the line is the value predicted by planar similarity theory. The slope shown in (d) is the one that best fits the data. The computations for \(m = 1/2, 1, 2\) are not shown here. The behaviour is qualitatively the same as the case \(m = 0\) shown, with the curves differing by a vertical shift.

To quantify the power law behaviour observed in Fig. 5, we find the values \(p_q\) and \(C_q\) which best approximate the data in a least square sense. The least square approximation is performed over the interval \(\hat{t} \in [0.000005, 0.5]\), which is the same interval over which the lines in Fig. 5 are drawn. The results for \(m = 0, 1/2, 1, 2\) are shown in Table I.

Columns 2-5 in Table I record the power \(p_q\), columns 6-9 record the constant \(C_q\) for the indicated quantities \(q\). The values in parentheses are the values computed by Pullin\(^2\) for the planar separation at the edge of a flat plate. They are obtained from his Figs. 8-9 (for \(d_s\)) and Figs. 11-13 (for \(J\) and \(\omega = \rho v e^{iA_{x+s}}\)). Note that Table I describes the behaviour of nondimensional variables as a function of the piston stroke \(\hat{t}\). The behaviour of the dimensional variables in time \(t\) can be recovered from (4) and (5) and the definition of \(U_o\).
\begin{table}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
m   & $p_y$ & $p_d$ & $p_r$ & $p_L$ & $C_{y'}$ & $C_{d'}$ & $C_\Gamma$ & $C_L$ \\
\hline
0   & 0.673 & 0.658 & 0.327 & 1.003 & 0.199 (0.18) & 0.138 (0.15) & 0.70 (0.70) & 0.756 \\
1/2 & 0.679 & 0.658 & 0.324 & 1.001 & 0.178 (0.16) & 0.121 & 0.93 (0.93) & 0.739 \\
1   & 0.684 & 0.661 & 0.321 & 1.004 & 0.172 (0.14) & 0.116 (0.13) & 1.16 (1.17) & 0.732 \\
2   & 0.686 & 0.659 & 0.320 & 1.007 & 0.165 (0.13) & 0.111 & 1.16 (1.67) & 0.736 \\
\hline
\end{tabular}
\caption{Exponents $p_q$ and constants $C_q$ for the indicated variables $\hat{q} = C_q \hat{r}^{p_q}$.}
\end{table}

The computed powers $p_y$, $p_d$, and $p_r$ in Table I agree well with the similarity theory predictions of $2/3$, $2/3$ and $1/3$ respectively. The constants $C_{y'}$, $C_{d'}$, $C_\Gamma$ are within 25%, 10% and 2% respectively of the values for planar separation computed by Pullin. The agreement holds until large times when the piston stroke is of the order of the tube diameter.

The front of the volume of fluid exiting the tube satisfies $\hat{L} \approx 0.75 \hat{r}$ for all values of $m$ presented. Equivalently, it travels with approximately 75% of the piston velocity. Since the front is fairly flat, this implies that approximately 25% of the column of fluid leaving the tube opening is displaced and entrained by the vortex ring. There is currently no theoretical explanation for the observed behaviour of $L$.

B. Axial coordinate $x_c$

A sketch of the vortex ring trajectory is shown in Fig. 6 (solid curve). Almost immediately after leaving the edge the ring travels downstream, with positive velocity. In a small initial time-interval however the ring travels upstream, with negative velocity. The axial coordinate $x_c$ is therefore negative at these small times, and positive at later times. Figure 7a) shows a log-log plot of the absolute value $|\hat{x_c}|$ vs. $\hat{t}$, computed with $m = 0$ and various values of $\delta \in [0.00002, 0.02]$. The dashed vertical line indicates the piston stroke $\hat{t} = \hat{t}_0$ at which the ring center crosses the tube exit plane after its initial upstream motion. This crossing time is small, with $\hat{t}_0 = O(10^{-3})$.

Figure 7a also shows several lines with the indicated slopes. The initial upstream motion of $x_c$ is seen to satisfy $\hat{x_c} \sim \hat{t}^{2/3}$, as predicted by similarity theory. The large time downstream motion appears to approach linear behaviour in the piston stroke. Note that in the transition from $\hat{x_c} \approx 0$ to the large time linear behaviour, the ring may appear to satisfy $\hat{x_c} \sim \hat{t}^p$ for various $p$, depending on what time-interval is considered. This may partially explain the differing experimental results observed. Didden\textsuperscript{6} quotes a rough estimate of $p = 1.5$, Weigand & Gharib\textsuperscript{5} observe $p \approx 1$. One needs to consider that in these experiments, the piston undergoes an initial acceleration period and does not satisfy $U_p \sim t^m$ over the time interval studied.

The initial upstream self-similar behaviour observed in Fig. 7a is indicated by the dashed line in Fig. 6. The difference between the observed trajectory and the initial self-similar trajectory is denoted by arrows. This difference $\hat{x} = \hat{x}_c - C_{x_c} \hat{t}^{2/3}$ is shown in Fig. 7b, vs. $\hat{t}$. The value of $C_{x_c}$ used is a rough estimate obtained from Fig. 7a. It is recorded in Table II together with the values computed by Pullin (in brackets). The curves in Fig. 7b are almost linear, suggesting that $\hat{x}$ also satisfies a power law, $\hat{x} = C_{x_c} \hat{t}^{p_x}$. A least squares approximation of the "enveloping curve", defined to be the minimum over all values of $\delta$, gives estimates for $C_{x_c}, p_x$. The values $p_x$ recorded in Table II suggest that the downstream component is linear in the piston stroke and

$$\hat{x}_c \approx -C_{x_c} \hat{t}^{2/3} + C_q \hat{t}.$$  

Two factors contribute to the downstream velocity component. The potential flow near the tube opening has, to second order, a uniform downstream velocity component (Graham\textsuperscript{10}) and the vortex ring has a self-induced downstream velocity. These components are not present in self-similar planar vortex sheet separation. An explanation for the linear behaviour observed for the overall downstream component remains to be found.
<table>
<thead>
<tr>
<th>m</th>
<th>$C_{xx}$ (0.041)</th>
<th>-</th>
<th>$C_\alpha$</th>
<th>$p_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.027</td>
<td>-</td>
<td>0.34</td>
<td>1.07</td>
</tr>
<tr>
<td>1/2</td>
<td>0.038</td>
<td>-</td>
<td>0.25</td>
<td>1.05</td>
</tr>
<tr>
<td>1</td>
<td>0.040</td>
<td>-</td>
<td>0.22</td>
<td>1.06</td>
</tr>
<tr>
<td>2</td>
<td>0.041</td>
<td>-</td>
<td>0.19</td>
<td>1.07</td>
</tr>
</tbody>
</table>

TABLE II. Estimates for axial component (6).

We remark that the times during which upstream ring motion is observed in our computations are so small that in a typical experiment, the flow is most likely dominated by viscosity at these times. It is however observed in experiments that the ring does not leave the exit plane at the edge of the tube but at a slightly larger diameter. The values $C_{xx}, C_{x_0}, C_\alpha, p_\alpha$ recorded in Tables I and II imply that the piston stroke $\hat{t}_o$ at which the ring leaves the exit plane and the diameter at this time increases with $m$. The values also imply that the upward angle at which the ring leaves the edge decreases with increasing $m$. This can be observed in Fig. 8a.

C. Shape of the roll-up

Figure 8a shows the computed vortex sheet at a small time during which the ring is still travelling upstream, for $m = 0, 1/2, 1, 2$. For comparison, Fig. 8b shows Pullin’s solution for the self-similar planar roll-up at the edge of a flat plate, with $m = 0, 1, \infty$. The outer spiral turns in Figs. 8a and 8b are in good agreement. In both cases the ellipticity of the roll-up increases with $m$, the size of the roll-up decreases, and the angle at which the vortex leaves the edge decreases. The angle in our computations however is larger than in Pullin’s planar solution.

The features observed in Fig. 8a are also observed at large times, when the ring has travelled downstream. The solution for piston stroke $\hat{t} = 0.5$ is shown in Fig. 9, together with the material curve which initially lies across the opening. The ellipticity and the tilt of the elliptical roll-up increases with $m$. The front of the fluid volume exiting the tube changes little with $m$, but the size of the roll-up decreases so that the distribution in the roll-up of fluid initially inside and initially outside the tube changes. As $m$ increases, the entrained outer fluid is more concentrated near the spiral center.

V. SUMMARY

A numerical vortex sheet model was used to study vortex ring formation at the edge of a circular tube. We investigated the dependence of the ring trajectory, circulation, size and shape on the piston velocity, for velocities $U_p \sim t^m$, and $m = 0, 1/2, 1, 2$. The radial ring coordinate $y_e$, the core size $d_s$ and the circulation $\Gamma$ satisfy scaling laws predicted by similarity theory for planar vortex sheet separation. The values are in quantitative agreement with Pullin’s computations for separation at the edge of a flat plate. The scaling laws hold until large times when the piston stroke is half the tube diameter and the ring has travelled a significant distance downstream. The front of the fluid exiting the tube, $L$, also satisfies a scaling law and travels with approximately 75% of the piston velocity. The axial component $x_e$ is a superposition of an upstream component predicted by similarity theory and a downstream component which is linear in the piston stroke. The downstream component is associated to the ring’s self-induced velocity and to the downstream component of the starting potential flow.
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Fig. 6: Sketch. Observed vortex ring trajectory (solid curve) and extension of the initial upstream trajectory (dashed line). The horizontal line denotes the edge of the tube.
Fig. 7: Log-log plots vs. $\hat{\tau}$, and $m = 0$. a) $|\hat{x}_c|$, b) $\hat{x}_c - C_{x_c} \hat{t}^{2/3}$, where $C_{x_c}$ is estimated from the small time behaviour in Fig. 7a.
Fig. 8: a) Computed solution at $\hat{t} = 0.0002$, with $\delta = 0.00004$ and the indicated values of $m$. b) Pullin's solution for the self-similar planar roll-up at the edge of a plate (reproduced from Pullin 1978).
Fig. 9: Computed solution at $\hat{t} = 0.5$, with $\delta = 0.01$ and the indicated values of $m$. 
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