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ABSTRACT. In this paper domain decomposition algorithms for mixed finite element methods for linear and quasilinear second order elliptic problems in $\mathbb{R}^2$ and $\mathbb{R}^3$ are developed. A convergence theory for two-level and multilevel Schwarz methods applied to the algorithms under consideration is given, and its extension to other substructuring methods such as vertex space and balancing domain decomposition methods is considered. It is shown that the condition number of these iterative methods is bounded uniformly from above in the same manner as in the theory of domain decomposition methods for conforming and nonconforming finite element methods for the same differential problems. Numerical experiments are presented to illustrate the present techniques.

1. Introduction. This is the second paper of a sequence where we develop and analyze efficient iterative algorithms for solving the linear system arising from mixed finite element methods for linear and quasilinear second order elliptic problems in $\mathbb{R}^2$ and $\mathbb{R}^3$. In the first paper [11], a new approach for developing multigrid algorithms for the mixed finite element methods was introduced. It was first shown that the mixed finite element formulation can be algebraically condensed to a symmetric and positive definite system for Lagrange multipliers using the features of the existing mixed finite element spaces. It was then proven that optimal multigrid algorithms can be designed for the resulting symmetric and positive definite system. The advantages of this approach are that the convergence analysis for the multigrid algorithms with the $\mathcal{V}$ and $\mathcal{W}$-cycles for general second order elliptic problems with a tensor coefficient can be given and that these multigrid algorithms can be easily implemented.

It has been known that, due to its saddle point property, it is difficult to develop efficient domain decomposition methods for solving the linear system generated by the mixed finite element approximation of second order elliptic problems. There have been two types of substructuring domain decomposition methods for the mixed methods so far. The first method is based on a substructuring method for the flux variable (the gradient of the scalar unknown times the coefficient of the differential problems) on the space of
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divergence free vectors. This approach is limited to two space dimensions [22], [23], [24], [25], [26], [29], [30], [31], [39]. The other method is the so-called dual variable method [15], [16], [17], [25], [26]. This approach makes use of a discretization of the flux operator (the coefficient times the gradient), which transfers the original saddle point problem to an elliptic problem for the scalar unknown and its approximations over edges or faces, i.e., the Lagrange multipliers, by eliminating the flux variable. Namely, the first approach is proposed in terms of domain decomposition methods for a positive definite problem for the flux variable on the space of divergence free vectors, while the second approach is established on the domain decomposition methods for a positive definite problem for the scalar and Lagrange multiplier. Recently, an iterative procedure based on domain decomposition techniques [20] was proposed for solving the linear system for the scalar, the flux, and the Lagrange multiplier, but the convergence analysis is restricted to use of subdomains as small as individual finite elements.

Our objective in this paper is to develop domain decomposition algorithms for mixed finite element methods based on the approach described in [11]. The algorithms are based on domain decomposition methods for the Lagrange multiplier variable only, and thus differ from the approaches summarized above. The main advantages of our approach are that it works for two and three space dimension problems and the linear system for which the domain decomposition algorithms are designed to solve is the simplest among all the existing approaches. Also, unlike to the elimination process in [15], [16], [17], [23], [24], [29], [30], and [31] where the elimination is globally done from the original linear system of the mixed finite element discretization, the elimination procedure is here carried out in terms of an algebraic, element by element condensation, which uses the features of the known mixed finite element spaces and does not need to introduce any extra operators. This process generates a linear system which can be naturally obtained from the nonconforming finite element approximation of the same differential problems. As a consequence, the standard theory for the domain decomposition methods applied to nonconforming (even conforming) finite element methods applies to the mixed methods. Finally, bubble functions have been used in [1], [2], and [9] to establish the equivalence between mixed finite element methods and certain nonconforming methods. The approach under consideration does not make use of any bubbles. The present approach is exploited for the first time to design domain decomposition algorithms for mixed methods.

In the next section we introduce the continuous problem and its mixed finite element discretization. Then, in §3 two-level and multilevel Schwarz algorithms for the mixed finite elements on triangles are considered. An abstract convergence theory is established in a rather general setting. It is proven that the condition number of the Schwarz methods is bounded uniformly from above in the same manner as in the theory of domain decomposition methods for conforming and nonconforming methods for the same differential problems. Specific examples are given to verify the abstract theory. In §4, we show that the same algorithm and analysis can be carried out for the mixed methods on rectangles. Their extensions to simplexes, rectangular parallelepipeds, and prisms are given in §5, §6, and §7, respectively. The overall convergence analysis is carried out as follows. We first
analyze the domain decomposition method for the nonconforming finite element method, and then apply the resulting analysis for the mixed method. Also, a detailed analysis is given for triangles and simplexes, and the analysis for rectangular parallelepipeds and prisms follows from the triangular case by establishing certain isomorphisms between the triangular and rectangular elements. The present technique for a quasilinear elliptic problem is considered in §8. An extension of the convergence analysis for the Schwarz methods to other substructuring methods such as the vertex space method and the balancing domain decomposition method is presented in §9. Finally, numerical experiments are given in §10 to illustrate the present theory.

2. Mixed finite element methods. Let \( \Omega \) be a bounded domain in \( \mathbb{R}^d \), \( d = 2 \) or \( 3 \), with the polygonal boundary \( \partial \Omega \). We consider the elliptic problem

\[
\begin{align*}
(2.1a) \quad - \nabla \cdot (a \nabla u) &= f \quad \text{in } \Omega, \\
(2.1b) \quad u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \( a(x) \) is a uniformly positive function and \( f(x) \in L^2(\Omega) \) \( (H^k(\Omega) = W^{k,2}(\Omega)) \) is the Sobolev space of \( k \) differentiable functions in \( L^2(\Omega) \). Let \((\cdot, \cdot)_S\) denote the \( L^2(S) \) inner product (we omit \( S \) if \( S = \Omega \)), and let

\[
V = H(\text{div}; \Omega) = \{ v \in (L^2(\Omega))^d : \nabla \cdot v \in L^2(\Omega) \},
\]

\[
W = L^2(\Omega).
\]

Then (2.1) is formulated in the following mixed form for the pair \((\sigma, u) \in V \times W:\n
\[
\begin{align*}
(2.2a) \quad (\nabla \cdot \sigma, w) &= (f, w), \quad \forall w \in W, \\
(2.2b) \quad (a^{-1} \sigma, v) - (u, \nabla \cdot v) &= 0, \quad \forall v \in V.
\end{align*}
\]

It can be easily seen that (2.1) is equivalent to (2.2) through the relation

\[
(2.3) \quad \sigma = -a \nabla u.
\]

To define a finite element method, we need a partition \( \mathcal{E}_h \) of \( \Omega \) into elements \( E \), say, simplexes, rectangular parallelepipeds, and/or prisms. In \( \mathcal{E}_h \), we also need that adjacent elements completely share their common edge or face; let \( \partial \mathcal{E}_h \) denote the set of all interior edges \((d = 2)\) or faces \((d = 3)\) \( e \) of \( \mathcal{E}_h \).

Let \( V_h \times W_h \subset V \times W \) denote some standard mixed finite element space for second order elliptic problems defined over \( \mathcal{E}_h \) (see, e.g., [5], [6], [7], [13], [33], [34], and [35]). This space is finite dimensional and defined locally on each element \( E \in \mathcal{E}_h \), so let \( V_h(E) = V_h|_E \) and \( W_h(E) = W_h|_E \). The constraint \( V_h \subset V \) says that the normal component of the members of \( V_h \) is continuous across the interior boundaries in \( \partial \mathcal{E}_h \). Following [2], we relax this constraint on \( V_h \) by defining

\[
\tilde{V}_h = \{ v \in L^2(\Omega) : v|_E \in V_h(E) \text{ for each } E \in \mathcal{E}_h \}.
\]
We then need to introduce Lagrange multipliers to enforce the required continuity on $\tilde{V}_h$, so define

$$L_h = \left\{ \mu \in L^2 \left( \bigcup_{e \in \partial E_h} e \right) : \mu|_e \in V_h \cdot \nu|_e \text{ for each } e \in \partial E_h \right\},$$

where $\nu$ is the unit normal to $e$. The hybrid form of the mixed method for (2.1) is to find $(\sigma_h, u_h, \lambda_h) \in \tilde{V}_h \times W_h \times L_h$ such that

1. $\sum_{E \in \mathcal{E}_h}(\nabla \cdot \sigma_h, w)_E = (f, w), \quad \forall w \in W_h,$
2. $\left(\alpha_h \sigma_h, v \right) - \sum_{E \in \mathcal{E}_h} \left[(u_h, \nabla \cdot v)_E - (\lambda_h, v \cdot \nu_E)_{\partial E \setminus \partial \Omega}\right] = 0, \quad \forall v \in \tilde{V}_h,$
3. $\sum_{E \in \mathcal{E}_h} (\sigma_h \cdot \nu_E, \mu)_{\partial E \setminus \partial \Omega} = 0, \quad \forall \mu \in L_h,$

where $\alpha_h = P_h a^{-1}$ and $P_h$ is the $L^2$-projection onto $W_h$. Note that (2.4c) enforces the continuity requirement mentioned above, so in fact $\sigma_h \in \tilde{V}_h$. Also, (2.4) has a unique solution [2], [9]. Finally, the projected mixed finite element method is used here. The reason for this is that this projected version produces a much simpler linear system than the usual mixed method, as shown in [11]. We emphasize that the present theory applies to the usual mixed method since the convergence analysis for both cases are the same; for more information on the relationship between the usual and projected mixed methods, refer to [11]. The next seven sections are devoted to designing domain decomposition algorithms for solving the linear system arising from (2.4).

3. Triangular case. In this and the next sections we consider the two-dimensional case. We first analyze the lowest-order Raviart-Thomas space [35] (equivalently, the lowest-order Brezzi-Douglas-Marini space [7]) on triangles.

3.1. Linear system of algebraic equations. The lowest-order Raviart-Thomas space [35] over triangles is defined by

$$V_h(E) = \left(P_0(E)\right)^2 \oplus ((x, y)P_0(E)),$$
$$W_h(E) = P_0(E),$$
$$L_h(e) = P_0(e),$$

where $P_i(E)$ is the restriction of the set of all polynomials of total degree not bigger than $i \geq 0$ to the set $E$. Let $f_h = P_h f$ and $J^f_h = f_h(x, y)/2$. Then it is shown [11] that the $\lambda_h$ from (2.4) satisfies the equation (3.1) below.

Lemma 1. Let

$$M_h(\chi, \mu) = \sum_{E \in \mathcal{E}_h} \frac{1}{(\alpha_h, 1)_E}(\chi, \nu_E)_{\partial E} \cdot (\mu, \nu_E)_{\partial E}, \quad \chi, \mu \in L_h,$$
$$F_h(\mu) = -\sum_{E \in \mathcal{E}_h} \frac{1}{|E|} (J^f_h, 1)_E \cdot (\mu, \nu_E)_{\partial E} + \sum_{E \in \mathcal{E}_h} (\mu J^f_h, \nu_E)_{\partial E}, \quad \mu \in L_h,$$
where \( \nu_E \) is the outer unit normal to \( E \) and \( |E| \) denotes the area of \( E \). Then \( \lambda_h \in \mathcal{L}_h \) satisfies

\[
M_h(\lambda_h, \mu) = F_h(\mu), \quad \forall \mu \in \mathcal{L}_h,
\]

where

\[
\mathcal{L}_h = \{ \mu \in L_h : \mu|_e = 0 \text{ for each } e \subset \partial \Omega \}.
\]

Let the basis in \( L_h \) be chosen as usual. Namely, take \( \mu = 1 \) on one edge and \( \mu = 0 \) elsewhere in (3.1). Then it follows from (3.1) that the contributions of each triangle \( E \) to the stiffness matrix and the right-hand side are

\[
m_{ij}^E = \frac{\bar{v}_E^i \cdot \bar{v}_E^j}{(\alpha, 1)_E}, \quad F_i^E = -\frac{(J_h^f, \bar{v}_E^i)_E}{|E|} + (J_h^f, \nu_E^i)_{e_k},
\]

where \( \nu_E^i = |e_i^E| \nu_E^i \) and \( |e_i^E| \) is the length of the edge \( e_i^E \). Hence we obtain the linear system for \( \lambda_h \):

\[
M \lambda = F,
\]

where \( M = (m_{ij}) \), \( \lambda \) is the degrees of freedom of \( \lambda_h \), and \( F = (F_i) \).

The following lemma [11] says that (3.3) can be also obtained from the \( P_1 \) nonconforming finite element method.

**Lemma 2.** Let

\[
N_h = \{ v \in L^2(\Omega) : v|_E \in P_1(E), \forall E \in \mathcal{E}_h; \text{ v is continuous at the midpoints of interior sides and vanishes at the midpoints of sides on } \partial \Omega \}.
\]

Then (3.3) corresponds to the linear system arising from the problem: Find \( \psi_h \in N_h \) such that

\[
a_h(\psi_h, \varphi) = (f_h, \varphi), \quad \forall \varphi \in N_h,
\]

where \( a_h(\psi_h, \varphi) = \sum_{E \in \mathcal{E}_h} (\alpha_h^{-1} \nabla \psi_h, \nabla \varphi)_E \).

The equivalence stated in Lemma 2 is used to develop the domain decomposition algorithm for (3.3).

After the computation of \( \lambda_h \), we can easily calculate \( \sigma_h \) and \( u_h \) from (2.4) if they are needed. For each \( E \) in \( \mathcal{E}_h \), set \( \sigma_h|_E = (a_E + b_E x, c_E + b_E y) \). It follows [11] that

\[
\begin{align*}
(a_E &= -\frac{1}{(\alpha, 1)_E} \left( \sum_{i=1}^{3} |e_i^E| \nu_E^{i(1)} \lambda_h|_{e_i^E} + \frac{f_E}{2}(\alpha_h, x)_E \right), \\
(c_E &= -\frac{1}{(\alpha, 1)_E} \left( \sum_{i=1}^{3} |e_i^E| \nu_E^{i(2)} \lambda_h|_{e_i^E} + \frac{f_E}{2}(\alpha_h, y)_E \right), \\
(b_E &= \frac{f_E}{2},
\end{align*}
\]
where \( f_E = f_h|_E \) and \( \nu_E = (\nu_E^{(1)}, \nu_E^{(2)}) \), and that

\[
(3.7) \quad u_h|_E = \frac{1}{2|E|} \left( \alpha_h \sigma_h, (x, y) \right)_E + \sum_{i=1}^{3} \lambda_i \varepsilon_i \left( (x, y), \nu_i \right)_{E_i}.
\]

We end this section with three remarks about (3.3). First, there are at most five nonzero entries per row in the stiffness matrix \( M \). Second, it is easy to see that the matrix \( M \) is a symmetric and positive definite matrix; moreover, if the angles of every \( E \) in \( E_h \) are not bigger than \( \pi/2 \), then it is an \( M \)-matrix. Finally, while (3.3) can be obtained by means of the usual approach [11], the present approach is much simpler.

3.2. Two-level additive Schwarz method. We now develop a two-level additive Schwarz algorithm for (3.3). We need to assume a structure to our family of partitions. In the first step, let \( E_H \) be a quasi-regular coarse triangulation [14] of \( \Omega \) into nonoverlapping triangular substructures \( \Omega_i \), \( i = 1, \ldots, n \). Then, in the second step we refine \( E_H \) into triangles to have a quasi-regular triangulation \( E_h \). Finally, let \( \{ \Omega^i \}_{i=1}^n \) be an overlapping domain decomposition of \( \Omega \) by extending \( \Omega_i \) with the overlap parameter \( \delta \). The decomposition is assumed to align with the boundary \( \partial \Omega \), and the parameter \( \delta \) is defined by \( \delta = \min \{ \text{dist}(\partial \Omega_i \setminus \partial \Omega, \partial \Omega^i \setminus \partial \Omega), i = 1, \ldots, n \} \). Associated with each \( \Omega^i \), let \( N^i_h \) be the \( P_1 \) nonconforming finite element space whose elements have support in \( \Omega^i \), as defined in (3.4). The finite element space \( N_h \) is represented as a sum of \( n + 1 \) subspaces:

\[
(3.8) \quad N_h = N^0_h + N^1_h + \cdots + N^n_h,
\]

where the coarse space \( N^0_h \) will be defined later. We now define the operators \( \Pi_i : N_h \to N^i_h \), \( i = 0, 1, \ldots, n \), by

\[
(3.9) \quad a_h(\Pi_i v, w) = a_h(v, w), \quad \forall w \in N^i_h,
\]

and the operator \( \Pi : N_h \to N_h \) by

\[
(3.10) \quad \Pi = \sum_{i=0}^{n} \Pi_i.
\]

Two-level additive algorithm. The additive Schwarz algorithm for (3.3) is given by

\[
(3.11) \quad \Pi \psi_h = \hat{f}_h, \quad \hat{f}_h = \sum_{i=0}^{n} f_i,
\]

where \( f_i \) satisfies

\[
(3.12) \quad a_h(f_i, v) = (f_h, v), \quad \forall v \in N^i_h, \ i = 0, 1, \ldots, n.
\]

Note that (3.5) and (3.11) have the same solution and thus produce the same system (3.3).
3.2.1. Convergence theory. We now develop an abstract convergence theory for bounds on the condition number of \( \Pi \). Specific examples to which the abstract theory applies will be given in the next subsection. Following Dryja and Widlund’s framework [21], the abstract theory is written in terms of the following two assumptions.

(A1) There is a constant \( C \) such that for every \( v \in N_h \) it can be represented by \( v = \sum_{i=0}^{n} v_i \) with \( v_i \in N_i^i \) satisfying

\[
\sum_{i=0}^{n} a_h(v_i, v_i) \leq C a_h(v, v).
\]

(A2) Let \( \kappa = (\kappa_{ij}) \) be a symmetric matrix with \( \kappa_{ij} \geq 0 \) satisfying

\[
|a_h(v_i, v_j)| \leq \kappa_{ij} a_h(v_i, v_i)^{1/2} a_h(v_j, v_j)^{1/2}, \quad \forall v_i \in N_i^i, \ v_j \in N_i^i, \ i, j = 1, \ldots, n.
\]

Then the next lemma can be found in [21].

Lemma 3. Assume that the assumptions (A1) and (A2) are satisfied. Then

\[
\begin{align*}
(3.13a) \quad & \lambda_{\min}(\Pi) \geq C^{-1}, \\
(3.13b) \quad & \lambda_{\max}(\Pi) \leq \rho(\kappa) + 1,
\end{align*}
\]

where \( \rho(\kappa) \) is the spectral radius of \( \kappa \).

3.2.2. Convergence results. We now give two examples of the coarse space \( N_h^0 \) so that the assumptions (A1) and (A2) are satisfied. Namely, we estimate the two constants \( C \) and \( \rho(\kappa) \). For this, let \( R_h \) be the nodal interpolation operator into \( N_h \), and let \( U_H \) be the conforming space of linear polynomials associated with \( E_H \). Then, following [18], we define \( N_h^0 \) as follows:

\[
(3.14) \quad N_h^0 = \{ v \in N_h : v = R_h \varphi, \ \varphi \in U_H \}.
\]

To give the second example, let \( E_h \) be the finest triangulation and let \( E_h = E_{H_1} \) for some \( J \geq 1 \) where \( E_{H_k} = E_k \) (\( H_k = 2^{-k} H \), \( 0 \leq k \leq J \)) is constructed by connecting the midpoints of the edges of the triangles in \( E_{k-1} \). Then, following [18], we define the operator \( \mathcal{I}_{k-1}^k : N_{k-1} \rightarrow N_k \) as follows, where \( N_k \equiv N_{H_k} \) is the \( P_1 \) nonconforming space associated with \( E_k \) (in particular, \( N_h \equiv N_{H_J} \)). If \( v \in N_{k-1} \) and \( E \in E_{k-1} \) with the vertices \( (x_i, y_i) \) and the midpoints \( (\overline{x_i}, \overline{y_i}) \) of its edges, \( i = 1, 2, 3 \), then

\[
\begin{align*}
(3.15a) \quad & \mathcal{I}_{k-1}^k v(\overline{x_i}, \overline{y_i}) = v(\overline{x_i}, \overline{y_i}), \quad i = 1, 2, 3, \\
(3.15b) \quad & \mathcal{I}_{k-1}^k v(x_i, y_i) = \frac{1}{N_1} \sum_j v(x'_j, y'_j) \quad \text{if} \ (x_i, y_i) \notin \partial \Omega, \\
(3.15c) \quad & \mathcal{I}_{k-1}^k v(x_i, y_i) = \frac{1}{N_2} \sum_j v(x''_j, y''_j) \quad \text{if} \ (x_i, y_i) \in \partial \Omega,
\end{align*}
\]
where $\mathcal{N}_1$ and $\mathcal{N}_2$ are the number of the adjacent midpoints $(\bar{x}_j', \bar{y}_j')$ and $(\bar{x}_j'', \bar{y}_j'')$ to $(x_i, y_i)$ of the edges in $\partial \mathcal{E}_{k-1}$ and the edges on $\partial \Omega$ of the elements in $\mathcal{E}_{k-1}$, respectively. Alternatively, following [36], $I_{k-1}^k : N_{k-1} \to N_k$ can be equivalently defined by

\begin{align}
(3.16a) \quad I_{k-1}^k v(\bar{x}_i, \bar{y}_i) &= v(\bar{x}_i, \bar{y}_i), \quad i = 1, 2, 3,
(3.16b) \quad I_{k-1}^k v(x_i, y_i) &= \frac{1}{\mathcal{N}_1} \sum_{(x_i, y_i) \in K_j} v|_{K_j}(x_i, y_i) \quad \text{if } (x_i, y_i) \notin \partial \Omega,
(3.16c) \quad I_{k-1}^k v(x_i, y_i) &= \frac{1}{\mathcal{N}_2} \sum_{j} v(\bar{x}_j'', \bar{y}_j'') \quad \text{if } (x_i, y_i) \in \partial \Omega,
\end{align}

where $\mathcal{N}_1$ is the number of elements $K_j \in \mathcal{E}_{k-1}$ meeting at $(x_i, y_i)$ and $\mathcal{N}_2$ is defined as in (3.15). Note that (3.15) and (3.16) define the value of $I_{k-1}^k v$ at the vertices of elements in $\mathcal{E}_k$ and thus lead to a continuous piecewise linear function on $\mathcal{E}_k$. Hence $I_{k-1}^k v$ is obviously in $N_k$ from its construction (3.15c) and (3.16c) on the boundary $\partial \Omega$. It is also a function in $N_h$. Now, the second definition of $N_h^0$ is given by

\begin{align}
(3.17) \quad N_h^0 = \{ v \in N_h : v = I_H \varphi, \varphi \in N_H \},
\end{align}

where $I_H \equiv I_0^1$.

**Theorem 4.** Assume that the additive Schwarz operator $\Pi$ is defined by (3.10) with the coarse space given by (3.14) or by (3.17). Then there is a constant independent of $h$, $H$, and $\delta$ such that the condition number $c(\Pi)$ of $\Pi$ satisfies

\begin{align}
(3.18) \quad c(\Pi) \leq C(1 + H/\delta).
\end{align}

It follows from Theorem 4 that if we use a generous overlapping, then the condition number of $\Pi$ is uniformly bounded. The proof of this theorem is given in the next two subsections.

**3.2.3. Proof of convergence results.** We first prove Theorem 4 in the case where $N_h^0$ is determined by (3.14). We show (3.18) using a similar result from the conforming elements through an adaptation of Cowser’s arguments [18]. To that end, we need the following two technical lemmas. Below we use the notation

$$
|v|_k \equiv |v|_{\mathcal{E}_k} = \left( \sum_{E \in \mathcal{E}_k} |v|_{H^1(E)}^2 \right)^{1/2}, \quad k = 0, 1, \ldots, J.
$$

Below we use $|v|_h = |v|_{\mathcal{E}_h}$. 

Lemma 5. There are constants $C_1$ and $C_2$ independent of $h$ and $H$ such that for all $v \in N_{k-1}$, we have

\begin{align}
(3.19a) \quad C_1 ||v||_{L^2(\Omega)} &\leq ||I_{k-1}^k v||_{L^2(\Omega)} \leq C_2 ||v||_{L^2(\Omega)}, \\
(3.19b) \quad C_1 |v|_{k-1} &\leq |I_{k-1}^k v|_{H^1(\Omega)} \leq C_2 |v|_{k-1}.
\end{align}

Proof. The inequality (3.19a) is trivial from the definition of $I_{k-1}^k$. Also, the lower bound in (3.19b) is obvious since the degrees of freedom of $N_{k-1}$ are contained in those of $N_k$. Thus, it suffices to prove the upper bound in (3.19b). Toward that end, note that for every $v \in N_{k-1}$, $|v|_{k-1}$ is a norm in $N_{k-1}$ equivalent to

\begin{equation}
(3.20) \quad \left( \sum_{E \in \mathcal{E}_{k-1}} \sum_{i,j=1}^{3} (v(\bar{x}_i, \bar{y}_i) - v(\bar{x}_j, \bar{y}_j))^2 \right)^{1/2},
\end{equation}

where the $(\bar{x}_i, \bar{y}_i)$ are the midpoints of the edges of $E$. A similar result holds for every $v \in N_k$. Then the upper bound in (3.19b) follows easily from the definition of $I_{k-1}^k$, (3.20), and a simple algebraical computation. \( \square \)

From this lemma we have the corollary.

Corollary 6. There is a constant $C$ independent of $h$ and $H$ such that for $\varphi \in N_H$

\begin{align}
(3.21a) \quad ||I_H \varphi||_h &\leq C ||\varphi||_{\mathcal{E}_h}, \\
(3.21b) \quad ||I_H \varphi - \varphi||_{L^2(\Omega)} &\leq CH ||\varphi||_{\mathcal{E}_h},
\end{align}

where we recall that $I_H = I_0^1$.

The following lemma was proven in [21].

Lemma 7. Let $\mathcal{E}_{h/2}$ be constructed by connecting the midpoints of the edges of the triangles in $\mathcal{E}_h$, and set

\[ U_{h/2} = \{ v \in C^0(\overline{\Omega}) : v|_E \in P_1(E), \forall E \in \mathcal{E}_{h/2}, \ v|_{\partial \Omega} = 0 \}. \]

Then for every $v \in U_{h/2}$, there is a decomposition $v = \sum_{i=0}^{n} v_i$ with $v_0 \in U_H$ and $v_i \in U_{h/2} \cap H^1_0(\Omega_i)$ such that

\begin{equation}
(3.22) \quad \sum_{i=0}^{n} ||v_i||_{H^1(\Omega)}^2 \leq C (1 + H/\delta) ||v||_{H^1(\Omega)}^2,
\end{equation}

where $C$ is independent of $h$, $H$, and $\delta$.

Proof of Theorem 4. Let $N_0^h$ be given in (3.14). Note that

\begin{equation}
(3.23) \quad a_h(\Pi v, v) = \sum_{i=0}^{n} a_h(\Pi v, v).
\end{equation}
Then it follows from Schwarz's inequality and the facts that the $\Pi_i$ are projections and the maximum number of the substructures $\Omega'_i$ that intersect at any point is uniformly bounded that the spectrum of $\Pi$ is bounded above by

$$1 + \max_{(x,y) \in \Omega} \{ \#(i : (x,y) \in \Omega'_i) \}. $$

So we see that the spectrum of $\Pi$ can be obtained without use of the assumption (A2).

Next, let $I_h \equiv I_{J+1} : T_h \rightarrow U_{h/2}$ be defined as in (3.15) or in (3.16), and for every $v \in T_h$, let $(I_h v)_i$ be the decomposition of $I_h v$ constructed according to Lemma 7. Then we see that $v_i = R_h((I_h v)_i) \in N_h^i$ and $v = \sum_{i=0}^n v_i$. Thus it follows from Lemmas 5 and 7 that

$$\sum_{i=0}^n a_h(v_i, v_i) \leq C \sum_{i=0}^n |R_h((I_h v)_i)|_h^2 \leq C \sum_{i=0}^n |(I_h v)_i|_{H^1(\Omega)}^2 \leq C (1 + H/\delta) |I_h v|_{H^1(\Omega)}^2 \leq C (1 + H/\delta) a_h(v, v).$$

Namely, the assumption (A1) is true, and thus we have the desired result (3.18). □

3.2.4. Proof II of convergence results. We now prove Theorem 4 when $N_h^0$ is given by (3.17) through an adaptation of Dryja and Widlund's ideas for the conforming finite element method. For this, we need the next technical lemmas.

**Lemma 8.** Let the interpolation operator $I_h^H : T_h \rightarrow N_H$ be defined by

$$(I_h^H v)(\bar{x}_{ij}, \bar{y}_{ij}) = \frac{1}{|e_{ij}|}(v, 1)_{e_{ij}},$$

where $(\bar{x}_{ij}, \bar{y}_{ij})$ is the midpoint of the edge $e_{ij} = \Gamma_i \cap \Gamma_j$. Then for every $v \in T_h$, there is a constant $C$ independent of $h$ and $H$ such that

(3.24a) $|I_h^H v|_{e_{ij}} \leq C |v|_h,$

(3.24b) $||I_h^H v - v||_{L^2(\Omega_i)} \leq C H |v|_{h, \Omega^i}.$ $i = 1, \cdots, n.$

**Lemma 9.** Let $\Gamma = \bigcup_{i=1}^n \partial \Omega_i \setminus \partial \Omega$, and let $\Gamma_{\delta,i} \subset \Omega_i$ be the set of points that are within the distance $\delta$ of $\Gamma$. Then there is a constant $C$ independent of $H$ and $\delta$ such that for $v \in N_h^i$

(3.25) $||v||_{L^2(\Gamma_{\delta,i})} \leq C\delta^2 \left((1 + H/\delta)|v|_{h, \Omega_i}^2 + (H\delta)^{-1}||v||_{L^2(\Omega_i)}^2\right).$
Lemma 8 was proven in [36]. Lemma 9 was shown for any element in $H^1(\Omega_i)$ in [21]. Its proof is local and can be easily extended to the elements in $N_h^i$.

**Proof of Theorem 4.** Let $N_h^0$ be given in (3.17). The spectrum of $\Pi$ can be bounded as before. It thus suffices to prove the assumption (A1).

Let $\{\theta_i\}$ be a partition of unity with $\theta_i \in C_0^\infty(\Omega_i^h)$ and $\sum_{i=1}^n \theta_i(x) = 1$. For $x \in \Omega_i \setminus \Gamma_{\delta,i}$, let $\theta_i(x) = 1$. This function must decrease to 0 over a distance on the order of $\delta$, and it can be constructed so that

(3.26) \[ |\nabla \theta_i| \leq C/\delta. \]

Then for every $v \in N_h$, we decompose it as follows. First, let $v_0 = \mathcal{I}_H \mathcal{I}_h^H v \in N_h^0$ by (3.17). Also, let $w = v - v_0$. Finally, let $v_i = R_h(\theta_i w) \in N_h^i$, $i = 1, \ldots, n$. It is easy to see that $v = \sum_{i=0}^n v_i$, i.e., we have a correct partition of $v$. Now, we are ready to show (A1).

Note that $v_i = w$ in $\Omega_i \setminus \Gamma_{\delta,i}$. Thus we just consider the elements that belong to $\Gamma_{\delta,i}$. For each $E \subset \Gamma_{\delta,i}$, let $\bar{\theta}_i$ be the average value of $\theta_i$ over $E$. Then

\[ |v_i|_{H^1(E)} \leq |\bar{\theta}_i w|_{H^1(E)} + |R_h((\theta_i - \bar{\theta}_i)w)|_{H^1(E)}, \]

so that, by the inverse inequality and (3.26),

\[ |v_i|_{H^1(E)} \leq |\bar{\theta}_i w|_{H^1(E)} + C/h |R_h((\theta_i - \bar{\theta}_i)w)|_{L^2(E)} \]
\[ \leq |\bar{\theta}_i w|_{H^1(E)} + C/\delta |w|_{L^2(E)}. \]

Sum over $i$ to see that

\[ \sum_{i=1}^n |v_i|_{h, \Gamma_{\delta,i}} \leq C \left( |w|_{h, \Gamma_{\delta,i}} + \delta^{-1} |w|_{L^2(\Gamma_{\delta,i})} \right). \]

Finally, by the fact that each element in $\Gamma_{\delta,i}$ is covered by a fixed maximum number of $\delta$-adjacent subdomains, Corollary 6, and Lemmas 8 and 9, we obtain

\[ \sum_{i=0}^n a_h(v_i, v_i) \leq C \left( |v_0|^2_h + \sum_{i=1}^n |v_i|^2_h \right) \]
\[ \leq C \left( |v|^2_h + |w|^2_h + \delta^{-2} \sum_{i=1}^n |w|_{L^2(\Gamma_{\delta,i})}^2 \right) \]
\[ \leq C (1 + H/\delta) |v|^2_h \]
\[ \leq C (1 + H/\delta) a_h(v, v), \]

which implies (A1). \qed
We close this section with two remarks. First, a different coarse space from that given in (3.14) and (3.17) was introduced in [36], and the condition number of the resulting additive Schwarz operator $\Pi$ was shown bounded by a constant times $(1 + \log(H/h))(1 + H/\delta)$. His arguments showed that the constant is independent of jumps in the coefficient $a$ across subdomain interfaces. If the present technique was used to derive (3.18) with $C$ independent of the jumps in the coefficient, the same log factor would appear in (3.18). Second, while the simple model (2.1) was analyzed, the analysis in this section applies to more general equations, as noted in [11].

### 3.3. Two-level multiplicative Schwarz method

We now develop a two-level multiplicative Schwarz algorithm for (3.3).

**Two-level multiplicative algorithm.** Starting from any initial guess $\psi^0 \in N_h$, we find $\psi^i \in N_h$ as follows:

1. Set $\psi^{-1} = \psi^0$;
2. For $j = 0, 1, \ldots, n$, compute $v_j$ by
   \[ v_j = v_{j-1} + \Pi_j(\psi_h - v_{j-1}); \]
3. Set $\psi^i = v_n$.

The computation of $\Pi_j\psi_h$ in the second step can be easily done through the relation as in (3.12):

\[ a_h(\Pi_j\psi_h, w) = (f_h, w), \quad \forall w \in N^j_h, \]

by (3.5) and (3.9). Note that the error $\varepsilon_i = \psi_h - \psi^i$ satisfies $\varepsilon_{i+1} = Q\varepsilon_i$, where

\[ Q = (I - \Pi_n)(I - \Pi_{n-1}) \cdots (I - \Pi_0). \]

Thus the convergence of the multiplicative algorithm is measured from the norm estimate of $Q$. The following abstract theory about the convergence of this multiplicative algorithm is a refinement of a result given in [3].

**Lemma 10.** Assume that the assumptions (A1) and (A2) are satisfied. Then

\[ \|Q\|_a \leq \sqrt{1 - \frac{1}{(2\rho(\kappa)^2 + 1)C}}, \]

where the operator norm $\|\cdot\|_a$ is measured in the $a_h(\cdot, \cdot)$-inner product.

Applying this lemma and the same ideas as in the previous section we have the next result.

**Theorem 11.** Assume that the coarse space $N^0_h$ is defined by (3.14) or by (3.17). Then there is a constant $C$ independent of $h$, $H$, and $\delta$ such that

\[ \|Q\|_a \leq \sqrt{1 - \frac{\delta}{C(\delta + H)}}. \]
3.4. Multilevel Schwarz methods. In this section we extend the previous two-level additive and multiplicative Schwarz methods to the corresponding multilevel methods.

Let $\mathcal{E}_H = \mathcal{E}_{H_0}$ be given and the family $\{\mathcal{E}_{H_k}\}_{k \geq 1}$ be constructed as before. Let $\mathcal{E}_h = \mathcal{E}_{H_J}$ be the finest triangulation of $\Omega$, i.e., $h = 2^{-J} H$. Again $N_{H_k} = N_k$ denotes the $P_1$ nonconforming finite element space of level $k$ associated with the triangulation $\mathcal{E}_k$. Define $(\cdot, \cdot)_k$ on $N_k$ by

$$
(v, w)_k = H_k^2 \sum_{(\bar{x}_i, \bar{y}_i) \in \mathcal{M}_k} v(\bar{x}_i, \bar{y}_i) w(\bar{x}_i, \bar{y}_i), \quad v, w \in N_k, \quad k = 0, 1, \ldots, J,
$$

where $\mathcal{M}_k$ indicates the set of midpoints of edges in $\partial \mathcal{E}_k$. We now introduce several operators. Let $A_k : N_k \to N_k$ be given by

$$
(A_k v, w)_k = a_k(v, w), \quad \forall w \in N_k,
$$

where $a_k(\cdot, \cdot) = a_{H_k}(\cdot, \cdot)$, and let $I_k : N_k \to N_h$, $k = 0, 1, \ldots, J - 1$, be defined as in (3.15) or in (3.16). Also, define $I^k : N_h \to N_k$ and $\tilde{I}^k : N_h \to N_k$ by

$$
a_k(I^k v, w) = a_h(v, I_k w), \quad \forall w \in N_k,
$$

$$
(\tilde{I}^k v, w)_k = (v, I_k w)_k, \quad \forall w \in N_k.
$$

Finally, let $\Lambda_k : N_k \to N_k$ be a symmetric and positive definite operator with respect to the $(\cdot, \cdot)_k$-inner product. Assume that there are constants $\gamma_0$ and $\gamma_1$ independent of $k$ such that

$$
(3.27) \quad \gamma_0 (v, v)_k \leq (\Lambda_k v, v)_k \leq \gamma_1 (v, v)_k, \quad \forall v \in N_k.
$$

The operator $\Lambda_k$ should be more easily inverted than $A_k$; the identity operator on $N_k$ is of practically interest among many choices of $\Lambda_k$. From these operators we define $S_k$ by

$$
S'_k = I_k \Lambda_k^{-1} A_k I^k, \quad k = 0, 1, \ldots, J,
$$

$$
S_k = C_1 H_k^2 S'_k, \quad k = 0, 1, \ldots, J,
$$

where we assume that $I_J = I^J$ is the identity operator on $N_h$, and $C_1$ satisfies

$$
(3.28) \quad 0 < s_k \leq (C_1 H_k^2)^{-1},
$$

where $s_k$ is the largest eigenvalue of $S_k'$. It was shown [38] that there is a constant $C_1$ independent of $k$ such that this inequality is indeed satisfied. So the operator $S_k$ is well defined. We are now ready to define the multilevel algorithms for (3.5) and thus for (3.3).
Multilevel multiplicative algorithm. Starting from any initial guess \( \psi^0 \in N_h \), we find \( \psi^i \in N_h \) as follows:

1. Set \( v_{-1} = \psi^{i-1} \);
2. For \( k = 0, 1, \ldots, J \), compute \( v_k \) by

\[
v_k = v_{k-1} + S_k (\psi_h - v_{k-1});
\]

3. Set \( \psi^i = v_J \).

Multilevel additive algorithm. Find \( \psi_h \in N_h \) such that

\[
S \psi_h \equiv \sum_{k=0}^{J} S_k \psi_h = \hat{f}_h,
\]

where \( \hat{f}_h = \sum_{k=0}^{J} S_k \psi_h \).

As remarked in the last two subsections, \( S_k \psi_h \) can be easily obtained from the right-hand side function \( f \) thanks to the relation

\[
A_k T^k = \hat{T}^k A_J.
\]

The following theorem states a convergence result for the above multilevel additive and multiplicative algorithms, which can be obtained from an application of the abstract theory [3], [4], [21] of multilevel algorithms to the present situation, as shown in [38]. Set

\[
Q = (I - S_J)(I - S_{J-1}) \cdots (I - S_0).
\]

**Theorem 12.** There are constants \( C_0 \), \( C \), and \( \tilde{\delta} \in (0,1) \) independent of \( h \) and \( H \) such that the condition number \( c(S) \) of \( S \) and the norm \( \|Q\|_a \) of \( Q \) are bounded as follows:

\[
c(S) \leq \frac{C(1 + \tilde{\delta})}{C_0(1 - \tilde{\delta})},
\]

\[
\|Q\|_a \leq \sqrt{1 - \frac{C(1 - \tilde{\delta})^2}{(1 - \tilde{\delta} + C_0 \delta)^2}}.
\]

4. **Rectangular case.** In this section we consider the lowest order Raviart-Thomas space over rectangles [35] (or equivalently the lowest order Brezzi-Douglas-Fortin-Marini space [6]).
4.1. Linear system of algebraic equations. Let $\mathcal{E}_h$ be a family of quasi-regular partitions of $\Omega$ into rectangles oriented along the coordinate axes, and let $Q_{i,j}(E)$ be the space of polynomials of degree not bigger than $i$ in $x$ and $j$ in $y$ on $E$. The rectangular mixed space [35] is defined by

$$V_h(E) = Q_{1,0}(E) \times Q_{0,1}(E),$$

$$W_h(E) = P_0(E),$$

$$L_h(e) = P_0(e).$$

For each $E \in \mathcal{E}_h$, let $\Delta x_E$ and $\Delta y_E$ denote the $x$-length and the $y$-length of $E$, respectively, and set $R_E^2 = \Delta x_E^2 + \Delta y_E^2$. Let $f_h$ be defined as before, and define $J_h^f$ such that for each $E \in \mathcal{E}_h$, $J_h^f \mid_E = f_E(\Delta y_E^{-1}x, \Delta x_E^{-1}y)/R_E^2$. Then we again have the next lemma [11].

**Lemma 13.** Let

$$M_h(\chi, \mu) = \sum_{E \in \mathcal{E}_h} \frac{1}{(\alpha, 1)_E} (\chi, \nu_E)_{\partial E} \cdot (\mu, \nu_E)_{\partial E}$$

$$+ \sum_{E \in \mathcal{E}_h} \frac{12}{(\alpha, 1)_E R_E^2} \left( (\chi(x, y), \tilde{\nu}_E)_{\partial E} - \frac{(1, (x, y))_E}{|E|} \cdot (\chi, \tilde{\nu}_E)_{\partial E} \right)$$

$$\times \left( (\mu(x, y), \tilde{\nu}_E)_{\partial E} - \frac{(1, (x, y))_E}{|E|} \cdot (\mu, \tilde{\nu}_E)_{\partial E} \right), \quad \chi, \mu \in L_h,$$

$$F_h(\mu) = - \sum_{E \in \mathcal{E}_h} \frac{1}{|E|} (J_h^f, 1)_E \cdot (\mu, \nu_E)_{\partial E} + \sum_{E \in \mathcal{E}_h} (\mu J_h^f, \nu_E)_{\partial E}, \quad \mu \in L_h,$$

where $\tilde{\nu}_E = (\nu_E^{i(1)}, -\nu_E^{i(2)})$. Then $\lambda_h \in \mathcal{L}_h$ satisfies

$$M_h(\lambda_h, \mu) = F_h(\mu), \quad \forall \mu \in \mathcal{L}_h.$$

Let the basis in $L_h$ be chosen again as usual, and for each $E \in \mathcal{E}_h$, set $|\nu_E^i|' = |\nu_E^{i(1)}| - |\nu_E^{i(2)}|$. Then it follows from (4.1) that the contributions of each rectangle $E$ to the stiffness matrix and the right-hand side are

$$(4.2a) \quad m_{ij}^E = \frac{1}{(\alpha, 1)_E} \tilde{\nu}_E^i \cdot \tilde{\nu}_E^j + \frac{3|E|^2}{R_E^2(\alpha, 1)_E} |\nu_E^i|' |\nu_E^j|',$$

$$(4.2b) \quad F_i^E = -\frac{(J_h^f, \tilde{\nu}_E^i)_E}{|E|} + (J_h^f, \nu_E^i)_{\epsilon_E}. $$

Namely, we have the linear system for $\lambda_h$:

$$(4.3) \quad M\lambda = F.$$
Lemma 14. Let

\begin{equation}
N_h = \left\{ \xi : \xi|_E = a_E^1 + a_E^2 x + a_E^3 y + a_E^4 (x^2 - y^2), \quad a_E^i \in \mathbb{R}, \quad \forall E \in \mathcal{E}_h; \right. \\
\text{if } E_1 \text{ and } E_2 \text{ share an edge } e, \text{ then } \int_e \xi|_{\partial E_1} \, ds = \int_e \xi|_{\partial E_2} \, ds; \\
\text{and } \int_{\partial E \cap \partial \Omega} \xi|_{\partial E} \, ds = 0 \right\}.
\end{equation}

Then (4.3) corresponds to the linear system generated by the problem: Find \( \psi_h \in N_h \) such that

\begin{equation}
a_h(\psi_h, \varphi) = (f_h, \varphi), \quad \forall \varphi \in N_h.
\end{equation}

The equivalence in Lemma 14 is used again to develop the domain decomposition algorithm for (4.3).

After the computation of \( \lambda_h \), we can calculate \( \sigma_h \) and \( u_h \) from (2.4) if they are needed. For each \( E \) in \( \mathcal{E}_h \), let \( (\bar{x}_E, \bar{y}_E) \) denote the center of \( E \), and define

\[ \bar{x}_E = \bar{x}_E - \frac{R_E^2}{6 \Delta x_E}, \quad \bar{y}_E = \bar{y}_E - \frac{R_E^2}{6 \Delta x_E}. \]

Then, setting \( \sigma_h|_E = (a_E + b_E x, c_E + d_E y) \), it follows [11] that

\[ a_E = \frac{6|E|}{(\alpha, 1)_E R_E^2} \sum_{i=1}^4 \left( \bar{x}_E|\nu_E^{i(1)}| - \bar{x}_E|\nu_E^{i(2)}| \right) \lambda_h|_{e_i} - \frac{\bar{x}_E \Delta y_E^2 f_E}{R_E^2}, \]

\[ b_E = \frac{6|E|}{(\alpha, 1)_E R_E^2} \sum_{i=1}^4 \left(-|\nu_E^{i(1)}| + |\nu_E^{i(2)}| \right) \lambda_h|_{e_i} + \frac{\Delta y_E^2 f_E}{R_E^2}, \]

\[ c_E = \frac{6|E|}{(\alpha, 1)_E R_E^2} \sum_{i=1}^4 \left( \bar{y}_E|\nu_E^{i(1)}| - \bar{y}_E|\nu_E^{i(2)}| \right) \lambda_h|_{e_i} - \frac{\bar{y}_E \Delta x_E^2 f_E}{R_E^2}, \]

\[ d_E = \frac{6|E|}{(\alpha, 1)_E R_E^2} \sum_{i=1}^4 \left( |\nu_E^{i(1)}| - |\nu_E^{i(2)}| \right) \lambda_h|_{e_i} + \frac{\Delta x_E^2 f_E}{R_E^2}. \]

Also, for each \( E \) in \( \mathcal{E}_h \),

\[ u_h|_E = \frac{1}{2 R_E^2} \sum_{i=1}^4 \left( \Delta y_E^2|\nu_E^{i(1)}| + \Delta x_E^2|\nu_E^{i(2)}| \right) \lambda_h|_{e_i} + \frac{(\alpha, 1)_E|E| f_E}{12 R_E^2}. \]

We remark that the matrix \( M \) in (4.4) has at most seven nonzero entries per row. It is symmetric and positive definite. However, in general, it is not an \( M \)-matrix.
4.2. Two-level additive Schwarz method. Let $\mathcal{E}_H$ be a quasi-regular coarse triangulation of $\Omega$ into nonoverlapping rectangular substructures $\Omega_i$, $i = 1, \ldots, n$, and let $\mathcal{E}_h$ be a quasi-regular refinement of $\mathcal{E}_H$ into rectangles. Again, let $\{\Omega'_i\}$ be an overlapping domain decomposition of $\Omega$ which aligns with the boundary $\partial \Omega$. The overlap parameter $\delta$ is defined as before. Associated with each $\Omega'_i$, let $N^i_h$ be the restriction of the nonconforming finite element $N_h$ to $\Omega'_i$. With these, the form of the additive Schwarz method given in (3.11) and (3.12) remains the same. Moreover, a parallel analysis could be given here. However, we here show how to use the established results of the triangular elements to analyze the rectangular case.

Let $\hat{\mathcal{E}}_h$ be the triangulation of $\Omega$ into triangles obtained by connecting the two opposite vertices of the rectangles in $\mathcal{E}_h$, as illustrated in Figure 1. Associated with $\hat{\mathcal{E}}_h$, let $\hat{N}_h$ be the $P_1$ nonconforming finite element space as defined in (3.4). Then we define the operator $\hat{I}_h : N_h \rightarrow \hat{N}_h$ as follows. If $v \in N_h$ and $e$ is an edge of a triangle in $\hat{N}_h$, then $\hat{I}_hv \in \hat{N}_h$ is defined by

$$
\frac{1}{|e|} (\hat{I}_hv, 1)_e = \frac{1}{|e|} (v, 1)_e.
$$

(4.6)

![Fig. 1. A triangular refinement of rectangles.](image)

**Lemma 15.** There is a constant $C$ independent of $h$ such that for all $v \in N_h$

$$
||\hat{I}_hv||_{L^2(\Omega)} \leq C||v||_{L^2(\Omega)},
$$

(4.7a)

$$
||\hat{I}_hv||_h \leq C||v||_h.
$$

(4.7b)

*Proof.* The first inequality is obvious from its definition (4.6). We solely prove the second inequality, which follows from the first one. Given $v \in N_h$, define $\xi \in N_h$, $w \in \hat{N}_h$, and $z \in H^1_0(\Omega)$ by

$$
a_h(v, \xi) = (\xi, \xi), \quad \forall \xi \in N_h,
$$

$$
a_h(w, \xi) = (\xi, \xi), \quad \forall \xi \in \hat{N}_h,
$$

$$
a_h(z, \xi) = (\xi, \xi), \quad \forall \xi \in H^1_0(\Omega).
$$

(4.8)
Note that \( \|z\|_{H^2(\Omega)} \leq C \|\xi\|_{L^2(\Omega)} \) by elliptic regularity, and that \( v \) and \( w \) are approximations to \( z \) with the usual error estimates [1]. Thus it follows from an inverse inequality and (4.7a) that

\[
\|\hat{I}_h v\|_h \leq \|\hat{I}_h (v - w)\|_h + \|w\|_h \\
\leq C \left( h^{-1} \|\hat{I}_h (v - w)\|_{L^2(\Omega)} + \|v - w\|_h + \|v\|_h \right) \\
\leq C \left( h^{-1} \|v - w\|_{L^2(\Omega)} + \|v\|_h \right) \\
\leq C \left( h^{-1} \|v - z\|_{L^2(\Omega)} + \|w - z\|_{L^2(\Omega)} + \|v\|_h \right) \\
\leq C \left( h \|\xi\|_{L^2(\Omega)} + \|v\|_h \right).
\]

Finally, by (4.8), we see that

\[
\|\|\xi\|_{L^2(\Omega)}^2 = a_h(v, \xi) \leq C \|v\|_h \|\xi\|_h \leq C h^{-1} \|v\|_h \|\xi\|_{L^2(\Omega)},
\]

and (4.7b) follows. \( \square \)

Let \( R_h \) be the interpolation operator into \( N_h \), and define the coarse space \( N^0_h \) by

(4.9)

\[
N^0_h = \{ v \in N_h : v = R_h \varphi, \varphi \in \hat{N}^0_h \},
\]

where \( \hat{N}^0_h \) is a triangular coarse space such that \( R_h \varphi \) is well defined for every \( \varphi \in \hat{N}^0_h \).

**Theorem 16.** Assume that \( \hat{N}^0_h \) is such a triangular coarse space that the result in Theorem 4 is true and that the rectangular coarse space \( N^0_h \) is given by (4.9). Then the condition number \( c(\Pi) \) of the additive Schwarz operator \( \Pi \) in the rectangular case satisfies

(4.10)

\[
c(\Pi) \leq C(1 + H/\delta),
\]

where \( C \) is independent of \( h, H, \) and \( \delta \).

**Proof.** The spectrum of \( \Pi \) can be bounded as before. It again suffices to prove the assumption (A1). For every \( v \in N_h \), let \( \hat{I}_h v \) be the decomposition of \( \hat{I}_h v \in \hat{N}_h \) constructed from the triangular case. Let \( v_i = R_h(\hat{I}_h v) \in N^i_h \). Then we see that \( v = \sum_{i=0}^n v_i \). Thus, by Theorem 4 and Lemma 15, we obtain

\[
\sum_{i=0}^n a_h(v_i, v_i) \leq C \sum_{i=0}^n a_h((\hat{I}_h v)_i, (\hat{I}_h v)_i) \\
\leq C \left( 1 + H/\delta \right) a_h(\hat{I}_h v, \hat{I}_h v) \\
\leq C \left( 1 + H/\delta \right) a_h(v, v),
\]

and (A1) follows. \( \square \)
Let \( \mathcal{E}_h = \mathcal{E}_{H_J} \) for some \( J \geq 1 \) where \( \mathcal{E}_{H_k} = \mathcal{E}_k \) \( (H_k = 2^{-k} H, 0 \leq k \leq J) \) is constructed by connecting the midpoints of the edges of the rectangles in \( \mathcal{E}_{k-1} \). For each \( 0 \leq k \leq J \), let \( \mathcal{E}_k \) be the triangulation of \( \Omega \) into triangles corresponding to \( \mathcal{E}_h \). Associated with each \( \mathcal{E}_k \), let \( \mathcal{N}_k \) be the \( P_1 \) nonconforming finite element space as defined in (3.4). Then it is easy to see that \( \mathcal{N}_k^0 \) can be constructed from \( \mathcal{N}_k^0 \) by means of (3.14) or (3.17).

The same idea also applies to the analysis of the two-level multiplicative algorithm, and the same result given in Theorem 11 remains valid here.

### 4.3. Multilevel Schwarz methods.

Let \( \mathcal{E}_H = \mathcal{E}_{H_0} \) be given and the family \( \{\mathcal{E}_{H_k}\}_{k \geq 1} \) be constructed as above. Let \( \mathcal{E}_h = \mathcal{E}_{H_J} \) be the finest triangulation of \( \Omega \), i.e., \( h = 2^{-J} H \), for some \( J \geq 1 \), and let \( N_{H_k} = N_k \) denote the nonconforming finite element space of level \( k \) associated with the triangulation \( \mathcal{E}_k \), as defined in (4.4). For each \( k \), we introduce the continuous bilinear functions

\[
U_k = \{ \xi \in C^0(\overline{\Omega}) : \xi|_E \in Q_{1,1}(E), \ \forall E \in \mathcal{E}_k \text{ and } \xi|_{\partial \Omega} = 0 \}.
\]

Unlike the triangular case, \( U_k \not\subseteq N_k \). Thus the intergrid transfer operator \( \mathcal{T}_{k-1}^k : N_{k-1} \rightarrow N_k \) cannot be defined as in (3.15) and (3.16). Hence the convergence analysis in §3.4 does not apply here. Fortunately, we can use the idea of the proof in Theorem 16 to construct the operator \( \mathcal{T}_{k-1}^k \).

For each \( k \), let \( \mathcal{E}_k \) be the triangulation of \( \Omega \) into triangles obtained from \( \mathcal{E}_k \) using the above manner (see Figure 1), and let \( \mathcal{T}_k : N_k \rightarrow \mathcal{N}_k \) be defined as in (4.6). Let \( \mathcal{T}_k : \mathcal{N}_k \rightarrow \mathcal{N}_h \) be defined as in (3.15) or (3.16). Then we define \( \mathcal{T}_k : N_k \rightarrow N_h \) by

\[
(4.11) \quad \mathcal{T}_k = R_h \mathcal{T}_k \mathcal{T}_k.
\]

Define \((\cdot, \cdot)_k\) on \( N_k \) by

\[
(v, w)_k = \sum_{e \in \partial \mathcal{E}_k} H_k(v, w)_e.
\]

We can now introduce the operators \( A_k, \mathcal{T}_k, \mathcal{L}_k, \Lambda_k, \) and \( S_k \) as before. Namely, \( A_k : N_k \rightarrow N_k \) is given by

\[
(A_k v, w)_k = a_k(v, w), \quad \forall w \in N_k,
\]

\( \mathcal{T}_k : N_h \rightarrow N_k \) and \( \mathcal{L}_k : N_h \rightarrow N_k \) are given by

\[
a_k(\mathcal{T}_k v, w) = a_k(v, \mathcal{I}_k w), \quad \forall w \in N_k,
\]

\[
(\mathcal{L}_k v, w)_k = (v, \mathcal{L}_k w)_k, \quad \forall w \in N_k,
\]

and \( \Lambda_k : N_k \rightarrow N_k \) is a symmetric and positive definite operator with respect to the \((\cdot, \cdot)_k\)-inner product such that there are constants \( \gamma_0 \) and \( \gamma_1 \) independent of \( k \) satisfying

\[
\gamma_0(v, v)_k \leq (\Lambda_k v, v)_k \leq \gamma_1(v, v)_k, \quad \forall v \in N_k.
\]
From these operators we define $S_k$ by
\[
S'_k = I_k A_k^{-1} A_k I^k, \quad k = 0, 1, \ldots, J,
\]
\[
S_k = C_1 H_k^2 S'_k, \quad k = 0, 1, \ldots, J,
\]
where $C_1$ satisfies an inequality similar to (3.28). With the operators $S_k$, the multilevel additive and multiplicative Schwarz algorithms can be defined as in §3.4, and the convergence results directly follow from those in Theorem 12 using Lemma 15.

**5. Simplices.** Let now $\mathcal{E}_h$ be a partition of $\Omega$ into simplices. The lowest-order Raviart-Thomas-Nedelec space [35], [33] defined over $\mathcal{E}_h$ is given by
\[
V_h(E) = (P_0(E))^3 \oplus ((x, y, z) P_0(E)),
\]
\[
W_h(E) = P_0(E),
\]
\[
L_h(e) = P_0(e).
\]
In the present case the results in Lemmas 1 and 2 remain the same if we define the nonconforming finite element space
\[
N_h = \{ v \in L^2(\Omega) : v|_E \in P_1(E), \forall E \in \mathcal{E}_h; \ v \text{ is continuous at the barycenters of interior faces and vanishes at the barycenters of faces on } \partial \Omega \}.
\]
Moreover, for each simplex $E \in \mathcal{E}_h$, its contributions to the stiffness matrix and the right-hand side are
\[
m^{E}_{ij} = \frac{\nu^i_E \cdot \nu^j_E}{(\alpha, 1)_E}, \quad F^E = -\frac{(J^i_h, \nu^i_E)_E}{|E|} + (J^i_h, \nu^i_E)e^i_E,
\]
where $J^i_h = f_h(x, y, z)/3$. For each $E \in \mathcal{E}_h$, let $\sigma_h|_E = (a_E + d_1 x, b_E + d_2 y, c_E + d_3 z)$. Then $\sigma_h$ and $u_h$ are computed from the following relations:
\[
d_E = \frac{f_E}{3},
\]
\[
a_E = -\frac{1}{(\alpha, 1)_E} \left( \sum_{i=1}^{4} |e^i_E| \nu^{i(1)}_E \lambda_h|e^i_E| + \frac{f_E}{3} (\alpha_h, x)_E \right),
\]
\[
b_E = -\frac{1}{(\alpha, 1)_E} \left( \sum_{i=1}^{4} |e^i_E| \nu^{i(2)}_E \lambda_h|e^i_E| + \frac{f_E}{3} (\alpha_h, y)_E \right),
\]
\[
c_E = -\frac{1}{(\alpha, 1)_E} \left( \sum_{i=1}^{4} |e^i_E| \nu^{i(3)}_E \lambda_h|e^i_E| + \frac{f_E}{3} (\alpha_h, z)_E \right),
\]
\[
u^i_E|_E = \frac{1}{3|E|} \left( (\alpha_h \sigma_h, (x, y, z))_E + \sum_{i=1}^{4} \lambda_h|e^i_E| ((x, y, z), \nu^i_E)e^i_E \right).
\]
The two-level Schwarz method can be defined as in §3. If $\mathcal{E}_{H_{k}}$ is given and each $\mathcal{E}_{H_{k+1}}$ is a regular refinement of $\mathcal{E}_{H_{k}}$ into eight times as many elements by joining the barycenters of the faces of the elements in $\mathcal{E}_{H_{k}}$, then the definition of the multilevel Schwarz method remains unchanged provided that the intergrid transfer operator $T_{k_{-1}}^{k}: N_{k_{-1}} \rightarrow N_{k}$ is given as in (3.15) or (3.16).

6. Rectangular parallelepipeds. Let now $\mathcal{E}_{h}$ be a decomposition of $\Omega$ into rectangular parallelepipeds oriented along the coordinate axes. The lowest order Raviart-Thomas-
Nedelec space [33] defined over $\mathcal{E}_{h}$ (equivalently, the lowest order Brezzi-Douglas-Fortin-
Marini space [6]) is given by

$$V_{h}(E) = Q_{1,0,0}(E) \times Q_{0,1,0}(E) \times Q_{0,0,1}(E),$$

$$W_{h}(E) = P_{0}(E),$$

$$L_{h}(e) = P_{0}(e).$$

In this case the nonconforming space $N_{h}$ is given by

$$N_{h} = \left\{ \xi : \xi|_{E} = a_{E}^{1} + a_{E}^{2}x + a_{E}^{3}y + a_{E}^{4}z + a_{E}^{5}(x^{2} - y^{2}) + a_{E}^{6}(x^{2} - z^{2}), \right.$$

$$a_{E}^{i} \in \mathbb{R}, \forall E \in \mathcal{E}_{h}; \text{ if } E_{1} \text{ and } E_{2} \text{ share a face } e,$$

$$\text{then } \int_{E} \xi|_{\partial E_{1}} ds = \int_{E} \xi|_{\partial E_{2}} ds; \text{ and } \int_{\partial E \cap \partial \Omega} \xi|_{\partial \Omega} ds = 0 \right\}.$$ 

Then the results given in Lemmas 13 and 14 can be extended to the present case. For each $E \in \mathcal{E}_{h}$, set

$$R_{E}^{2} = \frac{1}{\Delta x_{E}^{2}} + \frac{1}{\Delta y_{E}^{2}} + \frac{1}{\Delta z_{E}^{2}},$$

$$J_{h}^{i}|_{E} = \frac{f_{E}}{R_{E}^{2}} \left( \frac{x}{\Delta x_{E}^{2}}, \frac{y}{\Delta y_{E}^{2}}, \frac{z}{\Delta z_{E}^{2}} \right),$$

and

$$\bar{v}_{E}^{i} = \left( |v_{E}^{i(1)}|, |v_{E}^{i(2)}|, |v_{E}^{i(3)}| \right),$$

$$|v_{E}^{i}'| = \frac{|v_{E}^{i(1)}|}{\Delta x_{E}^{2}} + \frac{|v_{E}^{i(2)}|}{\Delta y_{E}^{2}} + \frac{|v_{E}^{i(3)}|}{\Delta z_{E}^{2}}.$$ 

Then the contributions of the rectangular parallelepiped $E \in \mathcal{E}_{h}$ to the stiffness matrix and the right-hand side are

$$m_{ij}^{E} = \frac{1}{(\alpha, 1)_{E}} \bar{v}_{E}^{i} \cdot \bar{v}_{E}^{j} - \frac{3|E|^{2}}{R_{E}^{2}(\alpha, 1)_{E}} |v_{E}^{i}'||v_{E}^{j}'|' + \frac{3}{(\alpha, 1)_{E}} \bar{v}_{E}^{i} \cdot \bar{v}_{E}^{j},$$

$$F_{i}^{E} = -\frac{(J_{h}^{i}, \bar{v}_{E}^{i})_{E}}{|E|} + (J_{h}^{i}, \bar{v}_{E}^{i})_{e_{h}}.$$
For $E \in \mathcal{E}_h$, let $\sigma_E|_E = (a_E + b_E x, c_E + d_E y, s_E + t_E z)$. Then it follows from (2.4) \cite{ChenEwingLazarov2010} that

$$b_E = \frac{6|E|}{(\alpha, 1)_E} \Delta x_E^2 R_E^2 \left\{ \sum_{i=1}^6 \left( 1 - \Delta x_E^2 R_E^2 \right) \left[ \frac{|\nu_E^{(1)}|}{\Delta x_E^2} + \frac{|\nu_E^{(2)}|}{\Delta y_E^2} + \frac{|\nu_E^{(3)}|}{\Delta z_E^2} \right] \lambda_h |\epsilon_E| + f_E \right\};$$

$$a_E = -\bar{x}_E b_E - \sum_{i=1}^6 \frac{1}{(\alpha, 1)_E} \bar{\nu}_E^{(1)} \lambda_h |\epsilon_E|;$$

similar expressions hold for $c_E, d_E, s_E$, and $t_E$. Finally,

$$u_h|_E = \frac{1}{2R_E^2} \sum_{i=1}^6 |\nu_E^{(i)}| \lambda_h |\epsilon_E| + \frac{f_E(\alpha, 1)_E}{12R_E^2|E|};$$

The two-level Schwarz method can be defined as in the rectangular case. If $\mathcal{E}_{H_0}$ is given and each $\mathcal{E}_{H_{k+1}}$ is a regular refinement of $\mathcal{E}_{H_k}$ into eight times as many elements, then the multilevel Schwarz method can also similarly be defined. Moreover, the convergence result follows from that for the simplices if an appropriate operator can be defined from the nonconforming space on rectangular parallelepipeds to that on simplices. This can be done as follows.

Let $\tilde{\mathcal{E}}_h$ be the triangulation of $\Omega$ into simplices obtained by dividing each parallelepiped in $\mathcal{E}_h$ into six tetrahedra, as illustrated in Figure 2, or into five tetrahedra, as shown in Figure 3. Also, let $\tilde{\mathcal{N}}_h$ be the corresponding $P_1$ nonconforming space as given in the previous section. Then, if $v \in \mathcal{N}_h$ and $e$ is a face of a tetrahedron in $\tilde{\mathcal{N}}_h$, we define $\tilde{\mathcal{T}}_h v$ by

$$\left( \frac{1}{|e|} (\tilde{T}_h v, \nu)_e = \frac{1}{|e|} (v, \nu)_e. \right. \quad (6.1)$$

It can be shown as in Lemma 15 that the stability results similar to (4.7) hold for $\tilde{T}_h$. Thus, if the coarse space is given as in (4.9), the convergence result in Theorem 16 remains the same for the rectangular parallelepipeds.

7. **Prismatic elements.** Let now $\Omega$ be of the form $\Omega = G \times [0, 1]$ with $G \subset \mathbb{R}^2$ and $\mathcal{E}_h$ be a partition of $\Omega$ into prisms with three vertical edges parallel to the $z$-axis and two horizontal faces in the $(x, y)$-plane. The lowest-order Nedelec space \cite{Nedelec1980} defined over $\mathcal{E}_h$ (equivalently, the lowest-order Chen-Douglas space \cite{ChenDouglas2004}) is given by

$$V_h(E) = (P_0(E))^3 \oplus \left( ((x, y)P_0(E), zP_0(E)) \right),$$

$$W_h(E) = P_0(E),$$

$$L_h(e) = P_0(e).$$
Fig. 2. A rectangular parallelepiped divided into six tetrahedra.

Fig. 3. A rectangular parallelepiped divided into five tetrahedra.
The corresponding nonconforming finite element space is given by

\[ N_h = \left\{ \xi : \xi|_E = a_E^1 + a_E^2 x + a_E^3 y + a_E^4 z + a_E^5 (x^2 + y^2 - 2z^2), \ a_E^i \in \mathbb{R}, \ \forall E \in \mathcal{E}_h; \right. \]

if \( E_1 \) and \( E_2 \) share a face \( e \), then \( \int_e \xi|_{\partial E_1} \ ds = \int_e \xi|_{\partial E_2} \ ds; \)

and \( \int_{\partial E \cap \partial \Omega} \xi|_{\partial \Omega} \ ds = 0 \).

Again, the results given in Lemmas 13 and 14 remain the same. Furthermore, for each prism \( E \in \mathcal{E}_h \), its contributions to the stiffness matrix and the right-hand side and the restriction of \( \sigma_h \) and \( u_h \) to \( E \) can be explicitly determined as in the triangular and rectangular cases; for more details on these expressions for the prismatic elements, refer to [11].

The two-level and multilevel Schwarz methods can be defined as before. The convergence result follows from the corresponding result for the simplices if each prism is divided into three tetrahedra as in Figure 2 and the operator \( \hat{T}_h : N_h \rightarrow \hat{N}_h \) is defined as in (6.1).

8. A quasilinear problem. In this section we consider the quasilinear second-order elliptic problem

\[
\begin{align*}
&\text{(8.1a)} & - \nabla \cdot (a(u) \nabla u) &= f & \text{in } \Omega, \\
&\text{(8.1b)} & u &= -g & \text{on } \Gamma_1, \\
&\text{(8.1c)} & a(u) \nabla u \cdot \nu &= 0 & \text{on } \Gamma_2.
\end{align*}
\]

Using the same notation as before, the mixed method for (8.1) is to find \( (\sigma_h, u_h, \lambda_h) \in \hat{V}_h \times W_h \times L_h \) such that

\[
\begin{align*}
&\text{(8.2a)} & \sum_{E \in \mathcal{E}_h} (\nabla \cdot \sigma_h, w)_E &= (f, w), & \forall w \in W_h, \\
&\text{(8.2b)} & (a_h(u_h) \sigma_h, v) - \sum_{E \in \mathcal{E}_h} [(u_h, \nabla \cdot v)_E - (\lambda_h, v \cdot \nu)_E]_{\partial E \setminus \partial \Omega} &= (g, v \cdot \nu)_{\Gamma_1}, & \forall v \in \hat{V}_h, \\
&\text{(8.2c)} & \sum_{E \in \mathcal{E}_h} (\sigma_h \cdot \nu, \mu)_{\partial E \setminus \partial \Omega} &= 0, & \forall \mu \in L_h,
\end{align*}
\]

where \( a_h(u_h) = P_h a(u_h) \). It has a unique solution [8], [10], [12], [32]. A linearized version of (8.2) can be constructed as follows. Starting from any \( (\sigma^0_h, u^0_h, \lambda^0_h) \in \hat{V}_h \times W_h \times L_h \), we
construct the sequence \((\sigma^m_h, u^m_h, \lambda^m_h) \in \tilde{V}_h \times W_h \times L_h\) by solving

\[
(8.3a) \quad \sum_{E \in \mathcal{E}_h} (\nabla \cdot \sigma^{m+1}_h, v)_E = (f, w), \quad \forall w \in W_h,
\]

\[
(8.3b) \quad (\alpha_h (u^m_h)^{\sigma^{m+1}_h}, v) - \sum_{E \in \mathcal{E}_h} \left[ (u^{m+1}_h, \nabla \cdot v)_E - (\lambda^{m+1}_h, v \cdot v)_E \right]_{\partial \Omega \setminus \partial \Omega} = (g, v \cdot v)_{\Gamma_1}, \quad \forall v \in \tilde{V}_h,
\]

\[
(8.3c) \quad \sum_{E \in \mathcal{E}_h} (\sigma^{m+1}_h \cdot v)_E = 0, \quad \forall \mu \in L_h.
\]

It was proven in [8] that the sequence \(\{(\sigma^m_h, u^m_h, \lambda^m_h)\}\) converges to \((\sigma_h, u_h, \lambda_h)\) in \(\tilde{V}_h \times W_h \times L_h\) under some conditions on \(a, f,\) and \(g.\) Consequently, since (8.3) is linear for each \(m,\) the Schwarz algorithms developed before apply here.

9. Substructuring methods. In this section we consider an extension of the Schwarz method to a reduced problem involving solely the degrees of freedom on the internal interfaces of subdomains \(\Gamma = \bigcup_{i=1}^n \partial \Omega_i \setminus \partial \Omega,\) i.e., the substructuring domain decomposition method. We only consider the additive Schwarz algorithm for the lowest-order Raviart-Thomas space [35] on triangles. Other algorithms and mixed finite elements can be carried out in a similar fashion.

For \(\psi_h, \varphi_h \in N_h,\) let \(\psi\) and \(\varphi\) denote their respective degrees of freedom, and \(\psi^{(i)}\) and \(\varphi^{(i)}\) their restrictions to \(\tilde{\Omega}_i,\) the closure of \(\Omega_i.\) Let \(M^{(i)}\) indicate the stiffness matrix associated with the \(a_{h,\Omega_i}(\cdot, \cdot).\) That is,

\[
\psi^t M \varphi = \sum_{i=1}^n \psi^{(i)}^t M^{(i)} \varphi^{(i)} = a_h(\psi_h, \varphi_h),
\]

where \(\psi^{(i)}^t\) denotes the transpose of \(\psi^{(i)}.\) For each \(\Omega_i,\) let \(\psi^{(i)}_I\) and \(\psi^{(i)}_B\) denote the subvectors of \(\psi^{(i)}\) corresponding to the nodes on \(\partial \Omega_i\) and those in the interior of \(\Omega_i.\) Then this partition leads to

\[
\psi^{(i)}^t M^{(i)} \varphi^{(i)} = \begin{pmatrix} \psi^{(i)}_I \\ \psi^{(i)}_B \end{pmatrix}^t \begin{pmatrix} M^{(i)}_{II} & M^{(i)}_{IB} \\ M^{(i)}_{BI} & M^{(i)}_{BB} \end{pmatrix} \begin{pmatrix} \varphi^{(i)}_I \\ \varphi^{(i)}_B \end{pmatrix}.
\]

Since the interior nodes of \(\Omega_i\) are coupled only to other nodes of the same substructure, they can be eliminated locally and in parallel. The resulting matrix \(Z\) is the Schur complement with respect to the interface unknowns:

\[
\psi^t B Z B^t \varphi = \sum_{i=1}^n \left(\psi^{(i)}_B\right)^t Z^{(i)}(\psi^{(i)}_B)^t, \quad Z^{(i)} = M^{(i)}_{II} - M^{(i)}_{IB} \left( M^{(i)}_{II} \right)^{-1} M^{(i)}_{IB}.
\]
It follows from this elimination procedure that the system (3.3) becomes

\[(9.1) \quad Z \lambda_B = F_B.\]

To write (9.1) in a variational form, we define

\[b(\psi_h, \varphi_h) = \psi_B^t Z \varphi_B, \quad b_i(\psi_h, \varphi_h) = (\psi_B^{(i)})^t Z^{(i)} \varphi_B^{(i)}.\]

Also, following [18], let \(N_h(\Gamma)\) denote a subspace of \(N_h\) such that if \(\psi_h \in N_h(\Gamma)\) has the degrees of freedom \(\psi_B^{(i)}\) on \(\partial \Omega_i\), then \(\psi_h|_{\partial \Omega_i}\) is the function whose degrees of freedom are given by \((\psi_I^{(i)}, \psi_B^{(i)})^t\) satisfying

\[M_{II}^{(i)} \psi_I^{(i)} = -M_{IB}^{(i)} \psi_B^{(i)}.\]

Finally, (9.1) can be written as follows: Find \(\psi_h \in N_h(\Gamma)\) such that

\[(9.2) \quad b(\psi_h, \varphi_h) = f_B(\varphi_h), \quad \forall \varphi_h \in N_h(\Gamma),\]

where the linear functional \(f_B\) corresponds to \(F_B\).

**9.1. Smith's algorithm.** The Smith algorithm [37] is an additive Schwarz algorithm applied to the interface problem (9.2). Note that \(\Gamma\) has a natural decomposition from \(\{\Omega_i\}\), i.e., \(\Gamma = \bigcup_{i=1}^n \Gamma_i\) where \(\Gamma_i = \partial \Omega_i \setminus \partial \Omega\). For each vertex \(v_j\) of \(\Gamma\), let \(\Gamma_{v_j}^\delta\) indicate the set of the points on \(\Gamma\) that are less than a distance \(\delta\) from \(v_j\); for each edge \(e_j\) of \(\Gamma\), let \(\Gamma_{e_j}^\delta\) represent the interior of \(e_j\). For each \(\xi\) being either \(v_j\) or \(e_j\), let \(N_h(\Gamma_{\xi}^\delta) \subset N_h(\Gamma)\) denote the subset of functions with support in \(\Gamma_{\xi}^\delta\). Finally, let \(N_h(\Gamma_{H}^\delta)\) denote some as yet unspecified coarse space. Now the finite element space \(N_h(\Gamma)\) is represented by

\[(9.3) \quad N_h(\Gamma) = \sum_{\xi \in \{H, v_j, e_j\}} N_h(\Gamma_{\xi}^\delta).\]

From this decomposition the additive Schwarz algorithm can be defined as in (3.11) and (3.12).

To apply the abstract convergence theory in Lemma 3, we need to construct an appropriate coarse space \(N_h(\Gamma_{H}^\delta)\). It can be defined as in (3.14) or (3.17). As example, let us use the idea in (3.14) to define it. Let \(U_H\) be the conforming space of linear polynomials associated with \(E_H\), and let \(R_h\) denote the interpolation operator into \(N_h(\Gamma)\). Then, define \(N_h(\Gamma_{H}^\delta)\) by

\[(9.4) \quad N_h(\Gamma_{H}^\delta) = \{v \in N_h(\Gamma) : v = R_h(\varphi|_{\Gamma}), \varphi \in U_H\}.$$
Theorem 17. The condition number \( c(\Pi_\Gamma) \) of the additive Schwarz operator \( \Pi_\Gamma \) with the decomposition (9.3) and the coarse space \( N_h(\Gamma^H) \) in (9.4) satisfies

\[
(9.5) \quad c(\Pi_\Gamma) \leq C(1 + \log(H/\delta))^2,
\]

where \( C \) is independent of \( h, H, \) and \( \delta \).

A careful examination of the proof of Theorem 4 shows that (9.5) can be shown from the same result for the conforming elements if we can construct a conforming space that is isomorphic to \( N_h(\Gamma) \). For this, let \( U_{h/2}(\Gamma) \) denote the restriction of \( U_{h/2} \) to \( \bigcup_{i=1}^n \partial \Omega_i \). Then, define \( I_h : N_h(\Gamma) \to U_{h/2}(\Gamma) \) as in (3.15). Namely, if \( v \in N_h(\Gamma) \) and \( (x,y) \in \Gamma \cup \partial \Omega \),

\[
(9.6a) \quad I_h v(x,y) = 0 \quad \text{if } (x,y) \in \partial \Omega,
\]

\[
(9.6b) \quad I_h v(x,y) = v(x,y) \quad \text{if } (x,y) \text{ is a midpoint of an edge of } E \in \mathcal{E}_h,
\]

\[
(9.6c) \quad I_h v(x,y) = \frac{1}{N_1} \sum_j v(\bar{x}_j, \bar{y}_j) \quad \text{if } (x,y) \text{ is a vertex of } E \in \mathcal{E}_h,
\]

where \( N_1 \) is the number of the adjacent midpoints \((\bar{x}_j, \bar{y}_j)\) on \( \Gamma \cap \bar{E}, E \in \mathcal{E}_h \), to \((x,y)\). With this definition we have the following lemma [18]. Thus Theorem 17 can be proven as before from the same result [21] on the conforming elements.

Lemma 18. Let \( I_h : N_h(\Gamma) \to U_{h/2}(\Gamma) \) be defined as in (9.6). Then there are constants \( C_1 \) and \( C_2 \) independent of mesh parameters such that for all \( v \in N_h(\Gamma) \)

\[
C_1 b(v,v) \leq |I_h v|_{1/2, \partial \Omega}^2 \leq C_2 b(v,v),
\]

where

\[
|I_h v|_{1/2, \partial \Omega}^2 = \int_{\partial \Omega} \int_{\partial \Omega} \frac{|v(s) - v(t)|^2}{|s-t|^2} ds dt.
\]

9.2. Mandel’s balancing domain decomposition. The balancing domain decomposition algorithm [27] provides an efficient preconditioner for the iterative solution of the reduced problem (9.1), and is defined in terms of two sets of matrices \( \{D_i\}_{i=1}^n \) and \( \{Y_i\}_{i=1}^n \). The matrices \( D_i \) form a decomposition of unity on \( N_h(\Gamma) \):

\[
\sum_{i=1}^n L_i D_i L_i^t v = v, \quad \forall v \in N_h(\Gamma),
\]

where \( L_i \) is the canonical inclusion operator \( L_i : N_h(\Gamma_i) \to N_h(\Gamma) \) given by setting the elements in \( N_h(\Gamma_i) \) to be zero at the nodes outside \( \Gamma_i \). For each \( i \), let \( n_i = \text{dim}(N_h(\Gamma_i)) \) and \( Y_i \) be an \( n_i \times l_i \) matrix of full column rank with \( 0 \leq l_i \leq n_i \) such that

\[
\text{Null } Z^{(i)} \subset \text{Range } Y_i.
\]
The simplest choice for $D_i$ is the diagonal matrix with diagonal elements equal to the reciprocal of the number of substructures with which the degree of freedom is associated [19], [27]. We now define a "coarse space" $N_h(\Gamma^H) \subset N_h(\Gamma)$ by

$$N_h(\Gamma^H) = \{ v \in N_h(\Gamma) : v = \sum_{i=1}^{n} L_i D_i \varphi, \varphi \in \text{Range } Y_i \}.$$ 

As in [27], $v \in N_h(\Gamma)$ is said balanced if

$$Y_i^t D_i^t L_i^t v = 0, \quad i = 1, \cdots, n.$$ 

The following balancing domain decomposition algorithm yields a preconditioner $\mathcal{M}$ for the system (9.1).

**Balancing algorithm.** Given $v \in N_h(\Gamma)$, calculate $\mathcal{M}^{-1} v$ as follows:

1. **Balance the original residual by solving the following problem for $\theta_i \in \mathbb{R}^d$:**

$$Y_i^t D_i^t L_i^t \left( v - Z \sum_{j=1}^{n} L_j D_j Y_j \theta_j \right) = 0, \quad i = 1, \cdots, n;$$

2. **Set**

$$r = v - Z \sum_{j=1}^{n} L_j D_j Y_j \theta_j, \quad r_i = D_i^t L_i^t r, \quad i = 1, \cdots, n;$$

3. **Find any solution $v_i \in N_h(\Gamma_i)$**

$$Z^{(i)} v_i = r_i, \quad i = 1, \cdots, n;$$

4. **Balance the residual by solving the equation for $\mu_i \in \mathbb{R}^d$:**

$$Y_i^t D_i^t L_i^t \left( v - Z \sum_{j=1}^{n} L_j D_j (v_j + Y_j \mu_j) \right) = 0, \quad i = 1, \cdots, n;$$

5. **Average the result on the interfaces by**

$$\mathcal{M}^{-1} v = \sum_{j=1}^{n} L_j D_j (v_j + Y_j \mu_j).$$

The case where some $l_j = 0$ is allowed. In this case $Y_j$ as well as the block unknowns $\theta_j$ and $\mu_j$ are void and the $j$th block equation is taken out of (9.7) and (9.8).

The convergence property of this balancing algorithm can be obtained from the corresponding result [28] for the conforming elements using the result in Lemma 18.
**Theorem 19.** There is a constant $C$ independent of $h$ and $H$ such that the condition number $c(\mathcal{M}^{-1}Z)$ of the matrix $\mathcal{M}^{-1}Z$ satisfies

$$c(\mathcal{M}^{-1}Z) \leq C(1 + \log(H/h))^2.$$ 

10. **Numerical example.** In this section the two-level additive Schwarz algorithm described in §3 is applied to the model problem

(10.1a) \hspace{1cm} - \Delta u = f \quad \text{in } \Omega = (0, 1)^3;

(10.1b) \hspace{1cm} u = 1 \quad \text{on } \partial\Omega.

Comparison of numerical experiments among the domain decomposition methods developed in the previous sections will be reported elsewhere. The right-hand side $f$ is given by

$$f(x, y, z) = 3\pi^2 \sin(\pi x) \sin(\pi y) \sin(\pi z),$$

so that the exact solution is

$$u(x, y, z) = 1 + \sin(\pi x) \sin(\pi y) \sin(\pi z).$$

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$n$</th>
<th>$c(\Pi)$</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>8</td>
<td>5.86</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>64</td>
<td>5.12</td>
<td>9</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>6.08</td>
<td>9</td>
</tr>
<tr>
<td>24</td>
<td>27</td>
<td>6.67</td>
<td>8</td>
</tr>
<tr>
<td>32</td>
<td>8</td>
<td>6.51</td>
<td>8</td>
</tr>
<tr>
<td>32</td>
<td>64</td>
<td>6.81</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 1. The condition number with $\delta = H/4$.

The domain $\Omega$ is first divided into uniform cubes, and then each cube is partitioned into five tetrahedra, as shown in Figure 3. The lowest order Raviart-Thomas space over
a uniform decomposition of $\Omega$ into simplices is exploited here. The conjugate gradient method is exploited with the stopping criterion that the relative residual as measured in the energy norm is less than $10^{-8}$. The experiments in Tables 1 and 2 report the condition number in the cases of the overlap parameter $\delta = H/4$ and $\delta = h$. In the tables, $n$ is the number of the subdomains, $c(\Pi)$ is the condition number of the two-level additive Schwarz algorithm, and $\#$ is the number of iterations needed to achieve the desired accuracy. From these results we see that the condition number depends linearly on the ratio of the subdomain size to the overlap parameter and is uniformly bounded. Also, the number of iterations is bounded independently of the mesh sizes and the number of decompositions. Hence the experimental results coincide with the theory established before.

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>$n$</th>
<th>$c(\Pi)$</th>
<th>$#$</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>8</td>
<td>13.74</td>
<td>12</td>
</tr>
<tr>
<td>36</td>
<td>64</td>
<td>12.04</td>
<td>12</td>
</tr>
<tr>
<td>48</td>
<td>8</td>
<td>12.96</td>
<td>13</td>
</tr>
<tr>
<td>48</td>
<td>64</td>
<td>12.55</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 2. The condition number with $\delta = h$.
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