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Abstract

This study is motivated by a need to design a diffractive optical element arising in an application. Under realistic manufacturing constraints, it can be shown that the design problem is an optimization calculation with integer variables. We consider an optimization strategy based on Genetic Algorithms. We show that for a particular variant, called a Micro-Genetic Algorithm, the algorithm converges in a probabilistic sense to the global optimum. We demonstrate the use of the algorithm in the design of a diffractive optical element.
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1 Introduction

We study the problem of creating a desired light intensity pattern on a screen. A light source is given. What is required is a thin-film diffractive optical element, a lens, that alters the incoming light to produce the desired pattern. A sketch of the setup is shown in Figure 1. Under the thin-lens approximation, the desired unknown is a thickness distribution over the film. This is a form of inverse problem.

The so-called ‘direct problem’ involves finding the intensity pattern given a light source, a diffractive optical element, and the geometry of the problem. We will show that this process is akin to function evaluation, and, under the Kirchhoff approximation, amounts to a quadrature.

The inverse problem then is to find a diffractive optical element which produces an intensity pattern that is as close as possible to the desired pattern. Such a problem is very naturally cast as an optimization calculation. What is
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somewhat unusual about this work is that we are, in addition, given information about the manufacturing process for the diffractive optical element. The process poses additional constraints, which can be modeled as integer variables with simple bounds. However, the size of the problem, usually involving over 20,000 variables in practical applications, makes it extremely difficult to solve using standard optimization methods.

We propose the use of a variant of the Genetic Algorithm [4, 7, 12]. Genetic Algorithms have found success in several areas of optimal design in optics [3, 9], as well as in other areas. We opted to use the Micro-Genetic Algorithm [11]. We study its convergence properties using Markov Chain analysis [15, 16]. The use of the algorithm applied to the optical problem is demonstrated in a numerical example. We end the paper with a discussion of some of the issues that occur in the optimization calculation.

## 2 Optimal Design of Diffractive Optical Elements

Consider the 2-dimensional problem that is indicated in Figure 2. A lens has been placed in an opening of width $2w$ in an opaque screen. An incident light propagates from the left and is diffracted by the lens-screen setup. The diffracted
Figure 2: In the scalar model of light, the field $u(x, z)$ satisfies the Helmholtz equation. The lens has an index of refraction different from that of air. There are boundary conditions on the opaque parts of the screen, and where $x^2 + z^2 \to \infty$. The intensity at the image plane is $|u(x, d)|^2$.

Light is gathered on the image plane $z = d$.

Under the scalar model of light, the scalar field, which could represent the strength of the electric or magnetic field, satisfies the Helmholtz equation. Specifically, the scalar field $u(x, z)$ has the property

$$\Delta u + k^2 n(x, z)^2 u = 0,$$

where $n(x, z)$, the index of refraction, is normalized to 1 in the air, and is equal to $n_0$ in the lens. The variable $k$ represents the normalized wavelength in air. To complete the description of the diffraction problem, we would specify boundary conditions on the opaque screen along $\{z = 0, |x| > w\}$, and the Sommerfeld radiation condition for $x^2 + z^2 \to \infty$. By specifying an incident wave, in this case the wave generated by the source, one can determine the scattered wave by solving the partial differential equation with the boundary conditions. Then, after calculating $u(x, z)$, one can easily find the intensity at the image plane $z = d$, because it has the value $|u(x, d)|^2$.

When the features in the diffractive optical element are many times larger than the wavelength of light, we can approximate the field diffracted by the lens using Kirchhoff approximation [2, 5] (see also [14]). Under this approximation, the field at a point $(x_0, z_0)$ is related to its value at the aperture by

$$u(x_0, z_0) = \frac{ik}{2} \int_w^w u(x, 0) \frac{z_0}{r} H_1^{(1)}(kr) \, dx,$$

(1)
where \( r = \sqrt{(x-x_0)^2 + z^2_0} \), and \( H_1^{(1)}(\cdot) \) is the Hankel function of the first kind of order 1. This formula allows us to find the field at \((x_0, z_0)\) if we know the field at the points where the light leaves the lens.

Another approximation, based on the fact that the lens is thin, is applied. Under this approximation, the lens changes only the phase of the incoming light. Specifically, if the incident light at \( z = 0 \) has amplitude \( u(x, 0) \), the lens alters the amplitude to

\[
\phi(x) = \frac{2\pi(n_0 - 1)}{\lambda} d(x), \quad -w \leq x \leq w,
\]

where \( d(x) \) is the thickness of film at \( x \), \( n_0 \) is the index of refraction of the lens, and \( \lambda \) is the wavelength of light in air.

The diffractive optical element is produced by a material removal process. The resulting thickness profile \( d(x) \) is piecewise constant over regular subintervals of width \( \Delta x = 2w/n_x \), where \( n_x \) is a prescribed positive integer. Each value of \( d(x) \) is an integer multiple of some fixed thickness \( t \). This means that the corresponding phase \( \phi(x) \) is also piecewise constant. Assuming that the material removal rate is constant for each removal process, we choose \( t \), depending on \( n_0 \) and \( \lambda \), so that the phase \( \phi(x) \) is of the form

\[
\phi(x) = \begin{cases} 
 f_j \frac{2\pi}{\ell}, & x_j \leq x < x_{j+1}, \\
 f_j \in A := \{0, 1, 2, \ldots, \ell - 1\}, 
\end{cases}
\]

where \( x_k = -w + k\Delta x, \ k = 0, 1, \ldots, n_x \). The variable \( \ell \) corresponds to the number of steps in the material removal process. Thus the unknowns of the problem are the components of a vector \( f \) of length \( \mathbb{R}^{n_x} \), representing the thickness profile.

The optimization problem can be posed as follows. Assume the incident amplitude is constant \( u(x, 0) = C \). We are given the required intensity \( I_{\text{target}}(x) \) on the image plane \( z = d \). We wish to solve

\[
\min_{f \in \mathbb{R}^{n_x}} ||I - I_{\text{target}}||^2, 
\]

\[
I(x) = |u(x, d)|^2, 
\]

\[
u(x, d) = \frac{ik}{2} C \int_{-w}^{w} \exp i\phi(\xi) \frac{d}{r} H_1^{(1)}(kr) d\xi, 
\]

where \( r = \sqrt{(x-\xi)^2 + d^2} \). The integer vector \( f \in \mathbb{R}^{n_x} \) is related to \( \phi(x) \) through (2). Conservation of energy allows \( C \) to be determined from \( I_{\text{target}} \).

The difficulties in this problem stem from the facts that (i) the required components of \( f \) are integer variables, (ii) the number of unknowns \( n_x \) is large in typical design problems, (iii) the functional in (3) is nonlinear. While there has been much progress in solving nonlinear integer programming problems,
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we were drawn to use Genetic Algorithms due to their simplicity. We will demonstrate their ability to “solve” this problem in a numerical example, and we will discuss their convergence properties.

3 Review of Genetic Algorithms

Genetic Algorithms are “search algorithms based on the mechanism of natural selection and natural genetics” [4]. Principles of evolution and heredity are used for the optimization of an objective function.

Genetic Algorithms are iterative and operate on a set of potential solutions, called population, and utilize concepts such as selection (survival of the fittest), crossover (information exchange), and mutation (adding the genetic diversity) [12]. Genetic Algorithms use only objective function information (no derivatives) and probabilistic transition rules. The origins of Genetic Algorithms go back to the work of Holland [7] and others in the 1970s. In recent years the algorithms have attracted a lot of interest, and have been used successfully for optimization in different areas, in particular, in diffractive optics design problems [3, 9, 10].

Let us consider the most basic version, called the Canonical Genetic Algorithm. Suppose we want to solve

\[
\max_{x \in X} f(x),
\]

where \( X \) is some feasible set, and \( f(x) > 0 \) for all \( x \in X \). Genetic Algorithms use a binary representation of the variable \( x \). If \( x \) is a continuous variable, it is given finite precision, and can thus be expressed in binary form. In our problem, each member of \( X \) has integer components, which can be represented easily by a vector of binaries. Therefore we can henceforth assume that \( x = (x^1, x^2, \ldots, x^m) \), \( x^j \in \{0,1\} \). Every such string is called a chromosome or an individual. Binary entries \( x^j \) of the string \( x \) are called genes. The cost function \( f(x) \) is referred to as the fitness.

A Genetic Algorithm works on a set of \( N \) chromosomes (individuals), \( x_1, x_2, \ldots, x_N \), called a population. The initial population is formed at random. Each iteration updates a population to the next generation. The basic principle of the update is to increase the average fitness of the population.

At the beginning of each iteration, all individuals of the population are evaluated for fitness, that is, we compute \( f(x_i), i = 1, 2, \ldots, N \). Next the probability for reproduction is assigned to each chromosome, according to its relative fitness

\[
p_i = \frac{f(x_i)}{\sum_{j=1}^N f(x_j)}.\]

In this way, the fitter members of the population have a better chance of being chosen, with some fit members having the possibility of being chosen more than once. We pick \( N \) chromosomes in this fashion, and they form the mating pool.
The mating pool is subdivided at random into pairs. Each pair of parents, with a probability $p_c$ say, performs a crossover to produce 2 offspring. A crossover is akin to exchanging genetic information. For example, in a 2-point crossover
\[ x_1 = 1 \ 0 \ 1 \ 1 \quad \text{becomes} \quad x'_1 = 1 \ 0 \ 0 \ 1 , \]
\[ x_2 = 0 \ 1 \ 1 \ 0 \ 1 \quad \text{becomes} \quad x'_2 = 0 \ 1 \ 1 \ 0 . \]
The crossover point, which could be chosen at random, is indicated above by a vertical line. If a crossover is performed, 2 offspring replace their 2 parents, but otherwise both parents proceed to the next generation unchanged.

Finally, mutation is applied to each gene (binary element of the vector $x$) of each offspring, with a probability $p_m$ that is usually very small. The mutated gene is replaced by the opposite value ($0 \rightarrow 1$ or $1 \rightarrow 0$). Even when the probability of mutation is tiny, its role is important as an additional provider of diversity, so it is a source of valuable information that could be missing in the initial population.

This is the end of a single iteration. A new population is formed and the process is repeated until a convergence condition is satisfied or until the number of iterations reaches a prescribed limit. The process is summarized in the pseudo-code in Figure 3.

```
create initial population of $N$ chromosomes
until convergence, do
    select parent pairs
    crossover
    mutate
    new population
end
```

Figure 3: The Canonical Genetic Algorithm

By convergence, we mean that the highest fitness value of the population has reached an acceptable value. Alternatively, we could stop the algorithm when the maximum of the population is sufficiently close to the average fitness of the population.

There are 3 parameters in the algorithm: (i) size of population $N$, (ii) crossover probability $p_c$, and (iii) mutation probability $p_m$. These parameters tend to be problem specific, and there are no general rules on how to set them [6]. An evolutionary strategy in which the parameters are allowed to evolve just like the population according to some rule has also been proposed [12].

An important variant to the Canonical Genetic Algorithm is one in which the fittest member of the population in each generation is saved. This guarantees that the maximum fitness value of the population is nondecreasing.

The Micro-Genetic Algorithm, first proposed in [10, 11], works on a small population of $m + 1$ chromosomes (for example, $m = 5$). There is an inner loop and an outer loop. Within the inner loop, selection and crossover take place,
while the fittest member of the population is saved in each generation. After a convergence criterion is satisfied, we go out of the inner loop and regenerate a new population by mutating the fittest member \( m \) times. The new population then enters the inner loop. A feature suggested for this scheme is that the mutation probability \( p_m \) should be made smaller adaptively as we near convergence. The pseudo-code for the algorithm is given in Figure 4.

```
create initial population of \( m + 1 \) chromosomes
for iteration = 1 to MAX
    until convergence, do
        save best
        generate \( m \) more chromosomes for the next population by performing uniform crossover
    end
    keep best chromosome
    mutate \( m \) times to create the other elements of the new population
end
```

Figure 4: The Micro- Genetic Algorithm.

The crossover in Figure 4 is of a special type called ‘uniform crossover’. In this process, we take \( m \) members of the population and create \( m \) new ones by sequentially picking genes from the pool with uniform probability. That is, in creating a new \( x \) of length \( \nu \), we pick the first gene (bit) from the first bits of each of the \( m \) members, with uniform probability. We pick the second bit from the second bits of the \( m \) members similarly, etc.

Two more features of the Micro- Genetic Algorithm are worth noting. Firstly, because we work with a small population, the inner loop converges fairly rapidly. Secondly, the purpose of the outer loop is to introduce diversity via mutation, in order to explore other areas of the search space.

One clear drawback of Genetic Algorithms is that they do not have a good stopping rule. Indeed, our numerical experience shows that improvements in the fitness function as we iterate tend to occur abruptly after a few steps that make little or no progress. However, we adopt the point of view that the problem is to get an acceptable design, i.e., a design whose residual in the fitness function is small relative to the norm of the target intensity. Then one can stop the iterations as soon as this threshold is crossed.

4 Convergence Analysis of Micro- Genetic Algorithms

The application of Markov Chain analysis to Genetic Algorithms was first introduced by Rudolph [15], and developed in his book [16]. A more recent paper by Agapie [1] investigates the minimum criteria for convergence.
The main ideas are: (i) the population at any one point in the iteration can be viewed as a state, (ii) the finite binary representation of the variables makes the system a finite state machine, (iii) iterations are transitions from one state to another. Basic results from stochastic matrices \cite{8,13,17} will be useful.

With this in mind, let $\mathbf{x}$ be a binary vector of length $\nu$, and let $m + 1$ be the total number of members in a population. Each state is represented by a concatenation of $m + 1$ vectors $s = [x_0, x_1, \ldots, x_m]$. We denote the state space by $\mathcal{S}$. The total number of possible states is $|\mathcal{S}| = L = 2^{(m+1)\nu}$. Now we index the states from 1 to $L$ as $s_1, s_2, \ldots, s_L$. Of all the possible states, there are $M = 2^{\nu}$ states in which the members $x_i$, $i = 0, 1, \ldots, m$, are identical. We define

$$U = \{s_i : x_0 = x_1 = \cdots = x_m\} = \{s_i : i = i_1, i_2, \ldots, i_M\}, \quad (7)$$

say. Let $\mathbf{P}\{\bullet\}$ denote the probability of the assertion $\bullet$. Consider the inner loop in the Micro-Genetic Algorithm, sketched in Figure 4, and let $s^{(k)}$ be the population after the $k$-th iteration.

**Theorem 1** The inner loop of the Micro-Genetic Algorithm in Figure 4 converges to a uniform population in the sense that

$$\lim_{k \to \infty} \mathbb{P}\{s^{(k)} \in U\} = 1.$$

**Proof** Let $\mathbf{P}_{\text{inner}} = \{p_{ij}\}$ be the transition matrix of the inner loop for each iteration (generation); i.e.,

$$p_{ij} = \mathbb{P}\{s_i \to s_j\},$$

by the process of saving the best member and performing uniform crossover. Note that $\mathbf{P}_{\text{inner}}$ will be stochastic (rows summing to 1) and have nonnegative entries. If we order the states so that the first $M$ states are in $U$, then the transition matrix $\mathbf{P}_{\text{inner}}$ has the form

$$\mathbf{P}_{\text{inner}} = \begin{bmatrix} I & 0 \\ A & B \end{bmatrix},$$

where $I$ is the $M \times M$ identity matrix. This is because, if $s^{(k)} \in U$, then $s^{(k)}$ is not altered by the uniform crossover of the inner loop.

Next we study the properties of $A$ and $B$. Note that the block $A$ is of size $(L - M) \times M$, and corresponds to the transition from $s^{(k)} \not\in U$ to $s^{(k+1)} \in U$. This means that it has only a single nonzero entry per row, corresponding to the element of $U$ that is composed of $m + 1$ copies of the ‘best’ chromosome that was saved at the beginning of the inner iteration. The probability of reproducing $m$ copies of the first member of $s^{(k)}$ is at least $(1/m)^{m\nu}$, which provides the crude lower bound

$$\mathbb{P}\{s^{(k+1)} \in U\} \geq a := \left(\frac{1}{m}\right)^{m\nu}.$$ 

Therefore, if $a_{ij}$ is the nonzero entry in row $i$ of $A$, then $a_{ij} \geq a > 0.$
The submatrix $B$ is of size $(L - M) \times (L - M)$. Since $P_{\text{inner}}$ is stochastic
\[
\sum_j b_{ij} \leq 1 - a < 1.
\]
By direct calculation, we find that
\[
P^k_{\text{inner}} = \begin{bmatrix} I & 0 \\ A_k & B^k \end{bmatrix},
\]
where $A_k = \left(\sum_{i=0}^{k-1} B^i\right)A = (I - B)^{-1}(I - B^k)A$. Now, if a matrix $B$ has rows whose sums are less than one, then $B^k \to 0$ as $k \to \infty$. It follows that
\[
\lim_{k \to \infty} P^k_{\text{inner}} = P^\infty_{\text{inner}} = \begin{bmatrix} I & 0 \\ A_\infty & 0 \end{bmatrix},
\]
with $A_\infty = (I - B)^{-1}A$.

Therefore, starting with any distribution $p^{(0)}$, the final distribution
\[
p^{(\infty)} = p^{(0)}P^\infty_{\text{inner}}
\]
has the property $p_j^{(\infty)} = 0$ for $j = M + 1, \cdots, L$, thus proving the assertion of the theorem.

A convergence rate for the inner loop can be estimated. From the probability transition $p^{(k)} = p^{(0)}P^k_{\text{inner}}$, we deduce
\[
P \{s^{(k)} \in U\} = \sum_{\{i: s_i \in U\}} p_i^{(k)} = 1 - P \{s^{(k)} \notin U\} = 1 - \sum_{\{i: s_i \notin U\}} p_i^{(k)}.
\]
Further, the nature of the transition matrix implies
\[
p_i^{(k)} = \sum_{\{j: s_j \notin U\}} p_j^{(0)}b_{ji}^{(k)}, \quad \{i: s_i \notin U\},
\]
where $B^k = [b_{ij}^{(k)}]$. By using $\sum_j b_{ij} \leq 1 - a$ for all $i$, and by summing both sides of the equation, we get
\[
\sum_{\{i: s_i \notin U\}} p_i^{(k)} = \sum_{\{i: s_i \notin U\}} \sum_{\{j: s_j \notin U\}} p_j^{(0)}b_{ji}^{(k)}
\]
\[
= \sum_{\{j: s_j \notin U\}} p_j^{(0)} \sum_{\{i: s_i \notin U\}} b_{ji}^{(k)} \leq (1 - a)^k \sum_{\{j: s_j \notin U\}} p_j^{(0)} \leq (1 - a)^k.
\]
Therefore we have established
\[
P \{s^{(k)} \in U\} \geq 1 - (1 - a)^k,
\]
where $a = (1/m)^{m^\nu}$.
Each single step of the outer loop of the Micro-Genetic Algorithm can be expressed using the transition matrix

$$\mathbf{P}_{\text{outer}} = \mathbf{M}\mathbf{P}_{\text{inner}}^\infty,$$  

where $\mathbf{M}$ represents the mutation process, and where the entire inner loop has been encapsulated in $\mathbf{P}_{\text{inner}}^\infty$. Now we can state the convergence result.

**Theorem 2** Assume that there is a unique global maximizer of the optimization problem (6). Let the probability of mutation in the outer loop be fixed with $p_m \in (0,1)$. Then the iterations of the Micro-Genetic Algorithm of Figure 4 converge to a population consisting of $m + 1$ copies of the global maximizer of the cost function.

**Proof** Recall that an unknown binary vector of length $\nu$ can take $2^\nu$ values. When these $2^\nu$ different vectors are arranged in descending order of fitness, we denote them by $\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_{2^\nu}$. Moreover, we order the populations of size $(m + 1)$ by class. The first class contains populations whose first member is $\mathbf{x}_1$, the second class contains populations whose first member is $\mathbf{x}_2$, and so on, where the members of each population need not be in order of fitness. We have a total of $2^\nu$ classes. In each class, we let the first population be the one that has $m + 1$ copies of its leading member. This process is nothing more than remembering the states in a particular order.

Next, recall that the inner loop takes any population into one that has identical members. Consider the transition

$$p^{(k+1)} = p^{(k)}\mathbf{P}_{\text{inner}}^\infty.$$  

The new vector $p^{(k+1)}$ has only $2^\nu$ nonzeros, corresponding to the populations whose members are identical in the $2^\nu$ classes. Note also that the populations can only go up in class, or remain in the same class, because we always save the fittest member of the population. Therefore we deduce that the matrix $\mathbf{P}_{\text{inner}}^\infty$ must be lower triangular, and of the form

$$\mathbf{P}_{\text{inner}}^\infty = \begin{bmatrix}
\begin{array}{cc}
  \mathbf{g}(1,1) & \\
  \mathbf{g}(2,1) & \mathbf{g}(2,2) \\
  \vdots & \vdots \\
  \mathbf{g}(2^\nu,1) & \mathbf{g}(2^\nu,2) & \cdots & \mathbf{g}(2^\nu,2^\nu)
\end{array}
\end{bmatrix}.$$  

The nonzero elements of the matrix are confined to the $2^\nu$ columns indicated
by thin rectangles and labelled $v(i,j)$. From our indexing scheme, we know that
\[
v^{(1,1)} = \begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix},
\]
because $P_{\text{inner}}$ is stochastic and each row of the block corresponding to the first class has a single nonzero entry. Therefore the entry must be 1. Let us consider $v(i,1)$. Each element of this vector corresponds to the probability of a transition to the first class from class $i$. We argue that at least one element of $v(i,1)$ must be equal to 1. These elements correspond to the existence of populations in class $i$ with probability 1 of exiting the inner loop in class 1. They have $x_1$ as a member, and therefore would immediately be promoted to class 1 by the inner loop, and would stay in that class thereafter.

Now we look at the transition matrix $M$ corresponding to mutation. The population, upon exit from the inner loop, has $m+1$ identical members. A total of $m$ new members are created by sequentially ‘flipping’ bits of the chromosome with probability $p_m$. The probability that every bit is flipped is $p_m^{m'}$, whereas the probability that every bit remains the same is $(1 - p_m)^{m'}$. Therefore the nonzero part of the transition matrix $M$ satisfies
\[
\min_{ij} [M]_{ij} \geq a := \min \{ p_m^{m'}, (1 - p_m)^{m'} \}.
\]
We keep the original member before mutation and label it as the first member, thus defining the class of the population, so the mutation process cannot change the class. Therefore the transition matrix corresponding to mutation has the block diagonal structure
\[
M = \begin{bmatrix}
M_1 & & \\
& M_2 & \\
& & \cdots \\
& & & M_{2^v}
\end{bmatrix},
\]
where each block is a $2^{m'}$ by $2^{m'}$ stochastic matrix. Using (9) and the above, the product (8) takes the form
\[
P_{\text{outer}} = \begin{bmatrix}
[w_0^{(1,1)}] & & & \\
[w_0^{(2,1)}] & [w_0^{(2,2)}] & & \\
& \vdots & \ddots & \vdots \\
& [w_0^{(2^v,1)}] & [w_0^{(2^v,2)}] & \cdots & [w_0^{(2^v,2^v)}]
\end{bmatrix},
\]
where \( w^{(i,j)} = M_i v^{(i,j)} \). The fact that \( M_i \) is stochastic implies

\[
w^{(1,1)} = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix} = v^{(1,1)}.
\]

Observe also that

\[
w^{(i,1)} = \left[ M_i v^{(i,1)} \right]_j = \sum_l [M_i]_{jl} v^{(i,1)}_l \geq a \sum_l v^{(i,1)}_l \geq a,
\]

the last inequality being valid because we have deduced that at least one element of \( v^{(i,1)} \) is unity. Further, showing only the first row of \( P_{\text{outer}} \) explicitly, we can write

\[
P_{\text{outer}} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & Q \end{bmatrix},
\]

which implies

\[
P^k_{\text{outer}} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & Q^k \end{bmatrix}.
\]

The matrix \( Q \) has the property \( \sum_j Q_{ij} \leq 1 - a < 1 \) by (10), so \( Q^k \to 0 \) as \( k \to \infty \). It follows from the stochastic property of \( P_{\text{outer}} \) that

\[
\lim_{k \to \infty} P_{\text{outer}}^k = P_{\text{outer}}^\infty = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 0 & \cdots & 0 \end{bmatrix}.
\]

Therefore, the probability that the population reaches a state in which all the members are \( x_1 \) is 1 in the limit.

\[\blacksquare\]

5 Numerical Experiment

We applied a version of the Micro-Genetic Algorithm to the problem (3). In the example, we chose a symmetric profile with 1000 unknowns. The half-aperture is \( x \in [0,10] \), so the width of each ‘bump’ is 0.001. The diffractive optical element has 4 levels, so \( A = \{0,1,2,3\} \). The desired target image was derived from a rough sampling of the intensity at the image plane \( d = 1 \) over the interval \( x \in [0,11] \). It was obtained by solving the forward problem with a known diffractive optical element at wavenumber \( k = 25 \), and is shown in Figure 5. The image found by optimization is given below it in Figure 6.
We used a version of the optimization algorithm that changes the mutation probability $p_m$ adaptively. The algorithm ran for a total 500 iterations of the outer loop, and each iteration ran for 100 generations. The total number of function evaluations with the population size $(m + 1) = 5$ is $2 \times 10^6$. Note that the search space has over $10^{600}$ elements. The reduction in the residual at the end of each iteration in the outer loop is shown in Figure 7. Part of the calculated profile found is shown in Figure 8.

We were able to run larger examples, with 20000 unknowns, with some success. A disturbing feature of the Micro-Genetic Algorithm, however, is that many iterations may fail to reduce the cost function, which makes it difficult to decide when to stop.

We devised a simple way to obtain crude bounds on the value of the cost function at the optimum. To obtain a lower bound, we relax the search space to continuous variables. This is an unconstrained optimization problem and can be solved by standard methods. In order to get an answer $\phi(x)$ that is between 0 and $2\pi$, we simply add or subtract integer multiples of $2\pi$ if necessary. To obtain a crude upper bound, we take the values of $\phi(x)$ calculated in the manner described, and round them to the nearest integer multiples of the phase increment. While these bounds are crude, they do provide some guidance for stopping the iterations.
Figure 7: The progress of the optimization process. Since we fix the number of inner loop iterations to 100, the exiting population is not uniform. This graph shows the average fitness and the fitness of the best member upon exit from the inner loop.

Figure 8: Part of the optimized diffractive optical element. The phase is shown as a function of position.

6 Discussion

We have described a problem of designing diffractive optical elements using an optimization strategy. Because of the integer constraints imposed by the manufacturing process, and the size of the problem, we chose a rather unconventional method for solving the optimization calculation. The method is a Micro-Genetic Algorithm. We have analyzed its convergence properties, finding that, while there is convergence, there is no easy way to estimate the convergence rate. Numerical experiments with the method yield satisfactory results. A good match of the target intensity profile is usually achieved by this method.
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